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Introduction

Surveillance Videos

They monitors a variety of activities in shopping centers, airports, train stations, and university campuses.
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In this paper we introduce, Video Fields, a novel web-based interactive system to create, calibrate, and render ...

[N <IN ©

o 8



Conception, architecting & implementation

Video Fields

A mixed reality system that fuses multiple

surveillance videos into an immersive virtual
environment,



Integrating automatic segmentation of
moving entities

Video Fields Rendering

Real-time fragment shader processing



Two algorithms to fuse multiple videos

Early & deferred pruning

These methods use voxels and meshes respectively
to render moving entities in the video fields



Achieving cross-platform compatibility by

WebGL + Three.js

smartphones, tablets, desktop, high-resolution
large-area wide field of view tiled display walls, as
well as head-mounted displays.



System Overview



Architecture

Video Fields Flowchart

Input Video Streams WebGL Renderer
Y Interactive Segmentation
WebGL Modeling Interface >
[ Calibrate Cameras | \ Tracking Moving Entities J
Create Building ) Transparency Control
\ Geometries ) - 7 7 .
Y rEarl Prunin Deferred
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- I |

[ Background Modeling ] 2
[ Rendering to Target Displays ]




Architecture

Video Fields Flowchart

Video Fields

Mapping

= A 3 =7 : - ) N
automatic segmentation and view-dependent rendering
static 3D models and satellite image



Architecture

Video Fields Flowchart
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File Edit Add Play Examples View Help

» PROJECT

¥ SCENE

Video-Fields

Mockup & Calibration

Scene

= VF-Ground 1
VF-Camera 0
VF-Camera 1

Fog

¥ PERSPECTIVECAMER

UuID 567D3649-3AD6-4Bt @
Name VF-Camera 1

Position -14480 2412  107.64
Rotation -2.81 0.00 314

Scale v/ 1.00 1.00 1.00

1.00

4 10000.00
B Shadow cast [J receive
) \ ‘.@ Visible

‘. L\ P == o

... dynamic video-based virtual reality scenes in head-mounted displays, as well as high-resolution wide-field-of-view tiled display walls.
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Background Modeling

Motivation

« Provide a background texture for each camera
« |dentify moving entities in the rendering stage
« Reduce the network bandwidth requirements



Background Modeling

Tl o) = {T (0.1 <5 <)
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Background Modeling

Advantages [Stauffer and Grimson]

More adaptive with:

- different lighting conditions,
 repetitive motions of scene elements,
* moving entities in slow motion
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Video Fields Flowchart
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Segmentation

T + 4(0)T,B < %(c)®2 B

F <« §(|I' - B'))



Background Modeling

Gaussian Mixture Models (GMM)

(c) segmentation without Gaussian convolution

(b) background model by GMM (d) seementation with Gaussian convolution



VN

Video-Fields

Real-time Segmentation

™ %
~
i)

W

—

Our system integrates background modeling and automatic segmentation of moving entities with rendering of video fields.

Static

4]
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Video Fields Flowchart

Input Video Streams WebGL Renderer
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Visibility Test

Plus Opacity Modulation

(b) Rendering after visibility testing and opacity modulation



Video-Fields

See:through:Buildings

It allows users to adjust camera parameters, navigate through time, walk around the scene, and see through the buildings.
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Video Fields Flowchart

Input Video Streams WebGL Renderer
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Video Fields Mapping

Overview

ty Ground Matrix: G
bounding
rectangle
t; t=(uv) | Mapping
ty B

The Input 2D Frame

%{i )
Camera Matrix: C

The Projected 3D Scene




Video Fields Mapping
Challenges

1. Vertex in the 3D models -> Pixel in the texture space
2. Pixel in the texture space -> Vertex on the ground

« The second is useful for projecting a 2D segmentation
of a moving entity to the 3D world



Video Fields Mapping

Poyew & C -G - (Puy-, 1.0) (6)
to (prpw,pyfpw) 7)
2D 2D



Video Fields Mapping

(b) Video Fields mapping after perspective correction



Video Fields Mapping
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Early Pruning for Rendering

Moving Entities

Voxels

ALGORITHM 1: Early Pruning for Rendering Moving Entities

Input: foreground F' and the set of bounding rectangles R of
moving entities
Output: a 3D point cloud P visualizing the moving entities
1 Initialize a set of points for the video visualization. (Run once);
2 For each pixel ¢ inside the bounding box, calculate the intersection
point £ between its perpendicular line and £1¢3;
3 for each pixel t from the video do
4 if t ¢ F then
5 | discard t and continue;

set the color of the pixel: ¢ < texture2D(F,t);

look up the corresponding projected points in the 3D scene:
p+ H(t),pL = H(tL);

8 update the z coordinate of the 3D point:

p- + [p—pL| - tan(fp)

9 use the x, y coordinates of £ to place the point vertically:

Pzy < tuo ;

10 render the point p;




Deferred Pruning for

Rendering Moving Entities

Billboards

[ I S

ALGORITHM 2: Deferred Pruning for Rendering Moving Entities

Input: foreground F' and the set of bounding rectangles R of
moving entities

Output: a set of billboards rendering the moving entities

Initialize a set of billboards to display moving objects. (Run once);

for each detected bounding box r in R do

calculate the bottom-left, bottom-middle, bottom-right and
top-middle points ¢4, £2, t3, t4 in 7, as illustrated in Fig. 5;

look up the corresponding projected points in the 3D scene:
pi + A (t:).i €{1,2,3,4}.

calculate the width of the billboard in the 3D space:
w <= |pa — p1|.h < [pa — p2f - tan(0p, ).;

Reposition a billboard to the position 2122 with width and
height w and A

In the fragment shader of the billboard, sample the color from
I as described in Equation. 6 and 7, but replace ¢ with the
current billboard’s model matrix; discard pixels which doels
not belong to the foreground F';




Visual Comparison

Early Pruning vs. Deferred Pruning

(a) early pruning (b) deferred pruning
for rendering

moving entities

for rendering
moving entities
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View-dependent Rendering
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Experimental Results

Early Pruning vs. Deferred Pruning

Render Algorithm Resolution WebVR | Framerate
2560 x 1440 No 60.0 tps

Early Pruning 2 x 960 x 1080 Yes 535.2 1ps
6000 x 3000 No 48.6 1ps

2560 x 1440 No 60.0 tps

Deferred Pruning | 2 x 960 x 1080 Yes 41.5 1ps
6000 x 3000 No 32.4 tps
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2560 x 1440 No 60.0 tps

Early Pruning 2 x 960 x 1080 Yes 535.2 1ps
6000 x 3000 No 48.6 1ps

2560 x 1440 No 60.0 tps

Deferred Pruning | 2 x 960 x 1080 Yes 41.5 1ps
6000 x 3000 No 32.4 tps




Experimental Results

Early Pruning vs. Deferred Pruning

Render Algorithm Resolution WebVR | Framerate
2560 x 1440 No 60.0 tps

Early Pruning 2 x 960 x 1080 Yes 535.2 1ps
6000 x 3000 No 48.6 1ps

2560 x 1440 No 60.0 tps

Deferred Pruning | 2 x 960 x 1080 Yes 41.5 1ps
6000 x 3000 No 32.4 tps




Visual Comparison

Early Pruning vs. Deferred Pruning

(a) early pruning (b) deferred pruning
for rendering

moving entities

for rendering
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In this paper we introduce, Video Fields, a novel web-based interactive system to create, calibrate, and render ...
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Future Work

Scale Up - Hundreds of cameras



Future Work

Bandwidth Problem
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Future Work

Holoportation with RGB cameras
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Video Fields

www.Video-Fields.com
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