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Figure 1: An example user journey with Beyond the Phone, enabling context-aware controls and spatial augmentation across
multiple states: a) The user starts by reviewing shopping items in a mirrored phone view within XR; b) transitions to a magnified
view for better readability; c) expands into an augmented view to examine the item in 3D; d) uses the tailored view on the phone
to control the 3D model in the augmented view.

ABSTRACT

Despite the growing prevalence of Extended Reality (XR) headsets,
their integration with mobile phones remains limited. Existing
approaches primarily replicate the phone’s interface in XR or use
the phone solely as a 6DOF controller. This paper introduces
a novel framework for seamless transitions among mirrored,
magnified, and augmented views, dynamically adapts the interface
with the content and state of mobile applications. To achieve
this, we establish a design space through literature reviews and
expert workshops, outline user journeys with common real-world
applications, and develop a prototype system that automatically
analyzes UI layouts to provide enhanced controls and spatial
augmentation. We validate our prototype system with a user
study to assess its adaptability to a broad spectrum of applications
at runtime, reported its strengths and weaknesses, and suggest
directions to advance the future adaption in Phone-XR integration.

Index Terms: Cross-Device Interaction, Phone-XR Intergration.

1 INTRODUCTION

The rapid evolution of Extended Reality (XR) headsets is ushering
in a new era of immersive computing. While XR devices offer
expansive virtual display spaces and immersive experiences, mobile
phones remain indispensable due to their mature app ecosystems,
intuitive input methods, and near-ubiquitous availability. Although
XR-native applications could theoretically replace many mobile
workflows, legacy user preferences and the convenience of phones
highlight the potential of a hybrid approach [7, 48]. By integrating
the strengths of both phone and XR, we can enable seamless,
context-aware interactions that go beyond what either device alone
can provide.

Recent research has explored integrating mobile phones with XR
devices in various ways: using phones as 6DOF controllers [48, 3,
10, 24]; mirroring phone screens within XR environments [48, 13,
30, 3, 11, 50]; and extending phone interfaces with additional 2D
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panels [30] or 3D elements [48]. However, existing work primarily
focuses on isolated modalities, such as using phones solely as
controllers or enhancing display functionalities alone. In practice,
interactions span multiple modalities that evolve across task stages
with transitions. For instance, a user might start with phone-based
input and later switch to augmented visuals for content review.
Similar adaptions remain unexplored in existing works.

Furthermore, much of the prior work concentrates on mock-up
applications with fixed interface, and typically designed for
single-state scenarios. This approach limits generality and fails
to provide solutions applicable to broader contexts beyond these
prototype examples.

To address these gaps, we formulated the following research
questions that guided our work:

1. What intermediate states and display enhancements can
bridge the gap between fully replicating the phone interface
in XR and fully migrating mobile workflows to XR, taking
advantage of the unique capabilities of Phone-XR integration?

2. How can we design a framework that facilitates seamless
transitions between interaction modalities across application
states, accommodating the dynamic nature of real-world
tasks?

3. How can we ensure that the framework is generalizable
and adaptable, minimizing manual customization while
maximizing usability and user experience?

Addressing these questions, we propose Beyond the Phone,
a comprehensive framework that enables seamless multimodal
interaction between mobile phones and XR devices. Our
framework integrates the strengths of both devices and supports
fluid transitions between various interaction modalities, catering to
the dynamic nature of real-world applications.

A user journey, depicted in Figure 1, illustrates our framework
above. The user initiates interaction by launching a shopping
app mirrored within the XR environment (Figure 1a), allowing
them to view the phone interface virtually while using the physical
phone for input. Leveraging the unlimited display space of XR,
the user transitions to a magnified view for enhanced readability
(Figure 1b). Upon searching for a specific item, the user
expands into an augmented view to examine the product in 3D
(Figure 1c). Simultaneously, the phone interface in the user’s hand
transforms into a tailored control panel (Figure 1d), facilitating
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direct interaction with the augmented content. For instance, if the
item offers color variants, the phone interface dynamically updates
to present a color palette for selection. This dynamic modality
switching, adapting the phone’s role according to the application’s
stage, enables seamless transitions between phone-centric and
HMD-centric interactions.

To achieve this framework, we conducted an expert workshop
and a literature review to develop a design space accommodating
both generalizability and dynamic transitions in phone-XR inte-
gration. Based on this design space, we built a prototype system
capable of automatically analyzing app interfaces and enabling
semi-automatic content adaptation aligned with application states.

To demonstrate our approach, we augmented six real-world
applications and conducted a user study involving 12 experienced
XR professionals to test the feasibility and applicability of our
system. Our evaluation examined whether the proposed dynamic
transition approach is universally optimal or if some applications
benefit more from a single-view paradigm, providing insights into
our framework and informing future research directions.

Beyond the Phone is therefore a combination of theory and
practice in which we:

1. Based on an expert workshop and existing literature, depict
a design space and user journeys for a diverse range of
mobile applications, transitioning among different views that
demonstrate both bi-directionality and adaptability.

2. Develop and implement a phone-in-XR prototype system that
supports real-world applications, featuring a semi-automatic
mechanism to switch between different views based on
the content and the application’s state. This approach
highlights the generalizability of our system, allowing it
to adapt to various applications without requiring extensive
customization.

3. Validate the prototype system in a user study with 12
experienced XR professionals, in which we show the potential
of our framework to improve phone-in-XR experience with
real-world applications.

2 RELATED WORK

Our work is inspired by prior research in cross-device interaction
between phone and XR, as well as contextual UI understanding.

2.1 Integrating Smartphones with XR Environments
In recent years, considerable research has explored the integration
of smartphones within XR contexts. One primary focus has been
enabling users to view and interact with their phones while engaged
in XR. Techniques such as screen mirroring [3] and passthrough
windows [11] allow users to seamlessly attend to notifications or
respond to text messages without leaving the immersion.

Integrating smartphones into XR presents significant challenges.
Schneider et al. [36] evaluated the accuracy among different HMDs.
Accurate interaction with a virtual representation of the phone
requires precise touch calibration [49, 25], which depends on
highly accurate reference frame alignment [23, 19, 28] and fingertip
estimation [49, 25] using a comprehensive set of widely used
techniques in this domain. Additionally, estimating hand dexterity
is crucial for reliable interaction [44].

Leveraging smartphones as spatial controllers within XR has
been another significant research direction. By incorporating
6DOF tracking and utilizing the phone’s inherent haptic feedback,
researchers have explored various interaction techniques. These in-
clude manipulating 3D widgets [27, 28, 25], text entry methods [13,
3], menu selections [48, 24], two-factor authentication [51], and
data visualization [10]. Additionally, mid-air gestures using
smartphones have been investigated as an input method for XR
applications [6, 26].

Extending phone-centric content beyond the physical screen
through XR has also been a focus. Techniques involving extended
displays [30, 16] enable new interactions with 3D content [27,
38, 12] and bring static content to life [8]. Recent efforts have
shifted towards creating cohesive design spaces for integrating
smartphones within XR [48] and developing hybrid input that
combine phone and controller interactions [46].

Overall, these projects have unveiled essential techniques, but
often concentrates on isolated interaction modalities, focusing
either on using smartphones as controllers or enhancing display
functionalities independently. This compartmentalized approach
overlooks the fluid nature of real-world interactions, where users
frequently need to transition seamlessly between different input
methods as tasks evolve. Moreover, prior studies often limit
themselves to prototype applications designed for single-state
scenarios, restricting their applicability to broader contexts.

In this work, we address these limitations by (1) highlighting
the importance of seamless transitions between interaction modes
driven by user intent and contextual adaptation, and (2) adopting an
application-centric perspective to identify which functionalities are
most relevant for diverse use cases.

2.2 Contextual UI Understanding in XR
To enable seamless transitions based on application content, it is
essential to develop a contextual understanding of user interfaces
within XR environments. Recognizing this need, Grubert et
al. [14] envisioned a pervasive and context-aware XR, highlighting
the unique potential of perceiving and interpreting the user’s
environment and context to support spatial content. They provided
a foundational taxonomy at a time when the necessary technology
was still emerging.

With advancements in the perception capabilities of XR devices,
researchers have leveraged these improvements to dynamically
adapt content—such as spatial user interfaces—based on environ-
mental context [40, 5, 31, 35].For instance, Lindlbauer et al. [22]
combined user awareness with spatial insights to determine both
the placement and content of spatial widgets, while Pei et al. [33]
investigated UI transitions across different entities. These efforts
underscore the importance of contextual information in enhancing
user interactions.

Building on these developments, subsequent research has further
advanced UI understanding in XR. Li et al.’s HoloDoc [20], for
example, explored a document-aware XR workspace that adapts
to user activities. Similarly, Cheng et al.’s SemanticAdapt [9]
proposed an optimization-based approach to generate XR layouts
by leveraging virtual-physical semantic connections.

Insights from cross-device interaction research have also in-
formed XR development, particularly in the digital augmentation
of devices and objects using smartphones. Examples include the
creation of extended display devices in spatial environment [37,
13], visualizing content from physical devices [10, 1], and
utilizing the real environment as a canvas for interaction [2].
These approaches demonstrate how AR methods can enhance XR
experiences, as seen in the transfer of accessibility features from
AR on phones to HMDs to augment reading experiences [4].

Despite these advancements, determining how and what to aug-
ment based on real-world mobile applications and user interactions
remains a complex challenge. In our work, we address this gap
by performing content analysis of both the smartphone app UI and
the user’s behavior. By interpreting the application’s state and the
monitoring where the user’s attention is directed, we dynamically
decide on the most appropriate augmentation methods, managing
different views and interaction states within the XR environment.
3 BEYOND THE PHONE FRAMEWORK
To explore and expand smartphone-XR integration, we conducted
an expert workshop to inform a design space of display enhance-
ments, phone interface, and Phone-XR interactions.



Application Example Pain Points on Phones Display Enhancement Tailored Interface

Web Browsing Wikipedia ● Text readability
● Screen size

● Expanded displays
● Focused reading and

summarization modes

● Touchpad (tap & multitouch)
● Context dependent menus

Collaborative Work Google Docs ● Inconsistent layouts
● Editing challenges

● Multiple panels for drafting,
editing, revising, etc.

● Keyboard (typing)
● Touchscreen for markups

Photo Browsing Google Photos ● Screen size ● Immersive gallery
● Panoramic views

● Spatial (raycast)
● Editing palette

Video Watching YouTube ● Screen size
● Environment distractions

● Immersive cinema view
● Extended device screen ● Intuitive video scrubbing

Shopping Amazon ● Lack of 3D and in-situ
visualizations

● 3D in-home gallery view
● Color/style palette

● Spatial (placement &
manipulation)

Communication FaceTime
● Limited embodiment
● Transcription &

augmentation

● 3D avatar views
● Summarization views ● Keyboard (typing)

Navigation Google Maps ● Lack of 3D visualization
● Screen size

● 3D Overlays
● Earth view

● Touchpad (tap & multitouch)
● Context dependent menus

Social Media Twitter ● Text readability
● Screen size

● Embodied content
● Immersive videos ● Keyboard (typing)

Figure 2: Results from the expert workshop. We have outlined the pain points of daily smartphone applications, proposed XR display
enhancements, and potential phone-integrated input improvements.

3.1 Expert Workshop
In line with our goal to create a generalizable framework applicable
to a broad range of real-world applications beyond mock-ups, we
conducted an expert workshop to explore how daily smartphone
applications can be utilized in phone-XR integration. The
workshop involved nine professional researchers and software
engineers from Google, each possessing extensive experience
in developing immersive XR and mobile applications, thereby
providing valuable insights for our analysis.

During the workshop, we first gave an overview of the existing
literature on phone usage in XR (primarily the papers highlighted
in Section 2), ensuring that everyone was familiar with the core
aspects of this domain. After a thorough introductory discussion,
we initiated a brainstorming session, engaging them in evaluating
daily applications by considering the following aspects:

1. Identifying the pain points of the application when accessed
solely through a physical phone.

2. Exploring potential display enhancements that could be
applied to this application within an XR environment.

3. Considering alternative interfaces that could transition from
the phone to enhance input when the application is expanded
into an XR format.

The workshop results, summarized in Figure 2, revealed a
widespread need for enhanced display capabilities, such as larger
virtual screens, multiple views to present diverse content, and the
ability to display 3D content at a life-size scale. Participants also
emphasized that while the tangible nature of smartphones remains
valuable for input, these inputs must adapt dynamically to the
application’s state and context, requiring seamless alignment with
the content presented.

In discussing intermediate states between fully replicating the
phone interface and pure XR applications, participants proposed
moving beyond prior works focused on tethered phone inter-
faces [48, 3, 24, 30]. They suggested incorporating floating, mag-
nified views and augmenting these views with multiple enhanced
setups to address diverse content and interaction requirements.
This approach allows users to retain access to the original
phone interface while benefiting from XR’s unique capabilities.
Additionally, they recommended tailoring the phone interface

dynamically, adapting it to function as either a controller or content
display, depending on the application’s state and specific needs.

These findings underscore the importance of dynamically
alternating between mirrored and tailored interfaces, depending
on the task’s needs and application state. They provide a strong
foundation for designing a system that bridges smartphone and
XR capabilities, aligning closely with our research questions.
Specifically, they inform the design of intermediate states (RQ1),
seamless transitions between modalities (RQ2), and adaptable
solutions that minimize manual effort (RQ3).

3.2 Design Space
To effectively guide the design process and align it with the
points proposed above, we introduce a design space depicted in
Figure 3. This design space outlines different states for both
display enhancements and phone interfaces, allowing transitions
between them. It includes considerations for display enhancements
in the XR setting and context-responsive adjustments to the phone
interface. Moreover, our proposed interactions integrate touch
inputs with spatial dynamics, encompassing the movement and
spatial relationship between the phone and the XR system.

As previously highlighted in the workshop, existing research has
focused on interfaces that are solely attached to the physical phone,
typically applying only a static modality—either as a controller
or as extended views—without transitioning between modalities
across different application states.

To bridge the gap between these limitations and the need for
dynamic modality transitions, we propose a solution that encom-
passes different modality views, including mirrored, magnified, and
augmented views, utilizing the Magnified View as an intermediary
state for transition. Users can simultaneously utilize both the
mirrored and magnified views or employ the magnified view as a
preliminary step to initiate augmented views when needed. When
the augmented views are presented, the Magnified View retains the
original application content, while the phone interface transitions
to a tailored interface, incorporating appropriate input widgets that
correlate with the augmented content currently in use, such as
buttons. The capability to dynamically alternate between display
enhancements fosters a cohesive transition experience, effectively
unifying what were once isolated components.



Display Enhancements

Phone Interfaces

Mirrored View Magnified View
Augmented Views

Tailored InterfaceMirrored Interface

Interactions

Touch Input

Spatial Input
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Figure 3: The Beyond the Phone design space we explore with, including: (1) Display Enhancement methods of varying immersion, (2)
Phone Interfaces that applied based on different context, and (3) Interactions.

We emphasize that our approach does not entail the creation of
each component in isolation. Similar to the approach applied by
previous works [48, 10], our work primarily involves the synthesis
and integration of existing research knowledge to effectively
construct a design space tailored to specific needs. In the following
section, we provide a detailed explanation of how each element
functions within this design space and discuss related works that
exhibit similar concepts.

3.2.1 Display Enhancements Aligned with App States
We implement three types of display enhancements, each repre-
senting a distinct state closely aligned with application content.
These enhancements enable seamless transitions between states,
dynamically adapting to the application’s context. We detail each
enhancement below.

Mirrored View [3, 18]: This enhancement creates an exact
digital replica of the smartphone’s interface within the XR
environment, aligned with the physical phone’s spatial orientation.
In application states where direct interaction with the phone’s native
interface is most appropriate, users can interact with their phone just
as they would in the real world with this setup.

Magnified View [13, 30, 25, 50]: When the application requires
enhanced readability or a larger display area, the system transitions
to the magnified view. This enhancement projects the smartphone’s
interface onto a larger virtual canvas within the XR environment,
overcoming the limitations of the phone’s physical screen size.
Users can interact with both the physical touchscreen via the
mirrored view and the enlarged content of the magnified view using
mid-air gestures. The magnified view also acts as an intermediary
state, allowing seamless transitions between direct touch and spatial
interactions, aligned with the application’s needs.

Augmented View [48, 13, 25]: For application states that
benefit from additional content or 3D representations, the system
enhances the display by overlaying augmented content onto the
XR environment. This may include alternate user interfaces,
realistic 3D representations for object previews (e.g., for shopping),
or supplementary 2D content (e.g., news summaries). The
physical phone interface adapts to become a customized controller,

incorporating input widgets that correlate with the augmented
content relevant to the current application state.

3.2.2 Seamless Transitions Between Enhancements
Our approach allows for dynamic transitions between these display
enhancements based on the application’s state and user actions.
The magnified view serves as a bridge between the mirrored and
augmented views. Users can activate the magnified view from
the mirrored view when they need a larger display, and from
there, they can initiate the augmented view to access enhanced
content. Throughout these transitions, the original application
content remains accessible, and the input modalities adapt to
provide the most intuitive interaction methods.

By aligning the display enhancements with application states
and enabling smooth transitions between them, our system fosters
a cohesive and adaptable user experience. This design ensures
that users can naturally progress through different phases of
interaction without disruption, effectively unifying what were once
isolated, which also guaranteed the bi-directionality during the
transition [48].

3.2.3 Phone Interfaces
The phone interface in our framework refers to the interface that
is superimposed onto the physical device. We utilize two distinct
modalities:

The Mirrored Interface [3, 18, 11, 50] refers to the exact
replication of the phone’s interface within the virtual environment.
This modality serves a dual purpose, offering both a Mirrored
View and control over content within the Magnified View.

The Tailored Interface refers to the alternative interface that
transform the phone into a controller to facilitate enhanced
interaction when the Augmented View is activated. This typically
involves using the smartphone as a tactile controller [24, 28, 25, 41,
13, 48], equipped with widgets that are contextually relevant to the
current content displayed.

3.2.4 Phone Interactions
To fully leverage the potential of phone interactions in XR, which
can enhance context understanding and improve usability, we
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Figure 4: Example of how different applications are augmented uniquely in Beyond the Phone: a) a desktop webpage view and text-input
view to support web-search application; b) a 3D product preview and customizable color palette for shopping application.

categorize phone interactions into three distinct levels:
Touch Input: The phone acts as a touch input device,

accommodating familiar interactions such as tapping and text input,
addressing the precise input needs that often lack with XR devices.

Spatial Input: The phone’s spatial features can also be
leveraged as an input. Users can utilize its 3DOF orientation or
its full spatial movement capabilities in 6DOF to provide additional
input modalities.

Spatial Relations: Here, the phone’s spatial relationship with
virtual or augmented elements forms the basis of interaction.
Unlike the previous two levels, this approach focuses on using the
phone’s relative position to manipulate virtual objects within the
XR environment.
3.3 Application-Adapted Views
Our workshop revealed that application-centric information can
be effectively leveraged as a context source [14] for augmented
smartphone interactions in XR. This perspective differs from much
of the prior research on Phone + XR, which has primarily adopted
a device-centric approach [48].

Drawing inspiration from methodologies presented by Lindl-
bauer et al. [22, 9, 42], we propose a Smartphone UI Understanding
approach that applies augmented content across different appli-
cations. Our approach utilizes the content and potential controls
within on-phone applications to enhance interactions in XR
environments. For example, Figure 4 demonstrates two scenarios:
in a web-search application, the augmented view is transformed
into a desktop-like interface for improved visualization, with
the phone’s tailored interface becoming a virtual keyboard for
easier text entry. In a shopping application, the augmented view
displays 3D product previews, while the phone interface adapts by
incorporating a color palette, allowing for style selection.

The expert workshop results serve as a valuable reference
for implementing these augmented interactions, supporting their
generality and adaptability within our frameworks. Further
technical details on how to implement this approach will be
discussed in the following section.

4 IMPLEMENTATION
To gain a hands-on understanding of the design decisions in our
framework and to assess it with actual users, we developed an
interactive prototype integrated with UI understanding, with the
system architecture shown in Figure 5.

Previous studies have developed various methods for phone
tracking and user interface mirroring in virtual reality environ-
ments. Most research utilizes an external tracking system to
track the physical phone [48, 24, 3]. For the interface attached
to the physical phone, existing works either employ direct video
streaming [3, 18] or construct a simulated interface in their
demonstration applications, which does not accurately mirror the
actual content visible on the phone [48, 24]. These methods often
do not separately process input and output related to the smartphone
interface during deployment.

For our system, Beyond the Phone, we aim to enable the phone
to support multiple views, particularly as the device transitions
between phone and controller modalities. This requires a separate
processing approach where the phone’s interface is treated as
output, and input is fused with both spatial input and touch,
independent of the phone’s touch surface. This builds upon the
foundational work of SAPIENS-in-XR [32] and XRStudio [29],
which explore XR system architectures and interaction frameworks,
which leading us into our system design that achieves the following:

1. The interface that represents the phone content is a real mirror
of the physical phone, rather than a mock-up. This applies to
both the Mirrored View and Magnified View.

2. Input from the physical screen does not directly influence the
original phone interface shown in XR. Instead, the XR system
controls the input, combining touch and spatial gestures as a
unified input source.

3. The updates of the Mirrored View and Magnified View
are independent of physical touch from the phone, instead
controlled by combined inputs from touch, spatial input, and
commands/events from the XR system.

4. The Augmented View is updated with UI analysis results
from the context of the current phone application, rather than
preset mock-ups.

Figure 5 shows how we achieve these requirements. In general,
the phone interface and touch events are separately processed via
our protocol. The UI analysis and input system are regenerated
through our system. Drawing inspiration from prior research such
as Bai et al. [3], we leveraged a customized WebRTC approach to
relay the screen texture to our backend. The physical phone also
supplies 6DoF tracking information and transmits touch events to
the server.

In the following sections, we will introduce two techniques
from our exploration. The Hybrid Input technique is designed to
eliminate the influence of tracking errors, while the UI analysis
process provides a general solution for content understanding.

4.1 Hybrid Input
The Hybrid Input technique, based on the work by Zhu et al. [49],
is established to eliminate the inevitable tracking errors between
hands and phones. [36] In terms of input for a multi-device system,
we can identify three unique “Pointer Events” within our system:

• Virtual Touch: This event is detected when the virtual
fingertip interacts with the virtual phone.

• Physical Touch: This event is triggered when the user’s real
finger comes into contact with the physical phone.

• Spatial Input: These are spatial gestures, such as raycasting
+ pinch to interact with the Magnified Screen.

If tracking was perfectly accurate, both the Virtual Touch and
Physical Touch events would coincide without any disparity. Yet,



Interactions

• virtual touch / pinch
• shortcut commands 
    (e.g., home, back)
• OS calls to revoke
    software or views

Phone UI

  • focused app
  • view hierarchy
  • app events

UI Analysis Server XR Event Manager

Physical Phone Beyond the Phone

Mirrored 
Phone

Magnified 
Phone

Augmented 
View

Phone in XR

Context & Augmentation
• App Name

• Augmented View Category & Content: image, video
   text, 3D model, 

           metadata, …

• Controller View Content: keyboard, item list, 
                                             trackpad, buttons... XR Events

• enable/disable views
• create prefabs 
  from UI context
• update contents

Display & User 
Interactions

  • screen stream
  • touch events
  • 6DOF tracking

Phone 
Commands

  • touch / OS calls

Figure 5: Beyond the Phone prototype architecture: On the left is the physical phone, with input and output conceptually divided for clarity.
The right side maps out the process, including a UI Analysis Server, a XR event manager, and proper data flow towards different phone views
in XR. The XR input will also be injected into the physical phone, either as pointer events or shortcut commands.

achieving accurate tracking of both the phone and hands in XR
is rarely the case in real scenarios. Such deviations can lead to
mismatches between these two events, in which the touch visually
perceived by the user is different to what the touchscreen registered,
akin to the “fat-finger problem” in touchscreen input.

To overcome this problem, and drawing from the insights of Zhu
et al. [49], we implement a Hybrid Touch strategy. This approach
utilizes the Virtual Touch to determine the 2D touch point on the
virtual phone, while the Physical Touch on the real screen is used
to confirm the touch upon physical contact with the surface.

In order to capture the spatial position and touch events from
the phone, we designed a companion application that captures
and transmits all touchscreen interactions to the XR + phone
experience. This ensures precise implementation of hybrid touch
and spatial input, while also enabling the phone to function as a
custom spatial controller.

For quick access functions, such as ‘home’ and ‘back’, we
embedded several UI widgets surrounding the virtual phone model
(See Figure 1 and Figure 5). These widgets are tied to specific adb
shell commands, pragmatically triggering the desired inputs. This
design not only facilitates intuitive operation in the XR environment
but also minimizes false inputs typically associated with global
gesture controls, as these widgets are spatially distinct and float in
the virtual space.

4.2 Screen Streaming
Unlike previous works that directly synchronize the phone screen
with the system [3, 24], our approach, which integrates Hybrid
Touch, Spatial Input, and System Shortcuts, updates the Android
view only after processing these inputs collectively. This is
achieved through system-level input injection into the Android
emulator, involving necessary adjustments to events and visual
presentations. Once updated, this view is then sent to the UI
Analysis Server for further processing.

For the Mirrored Views, we decided to use streaming textures
and mapping on the phone interface instead of relying on direct
video pass-through. We made this choice because current video
pass-through methods often result in issues such as distortion,
improper exposure, and low resolution—all of which degrade the
user experience.

Beyond transmitting the screen image, our system leverages
application states for content augmentation. Therefore, we also
send metadata, such as the view hierarchy, through the same

channel. The details of this process will be further discussed in
the section §4.3.

4.3 UI understanding
For our prototype, it is crucial to identify the currently focused
application and content. This foundation enables us to discern
what immersive content should be projected spatially and how to
optimize the phone’s functionality as a controller.

As indicated by prior research, the optimal method involves
UI analysis utilizing the UIAutomation tools that Android natively
offers. Drawing on the procedures adopted by previous work [43,
17, 47], we implemented a streamlined UI Analysis Server to obtain
context-sensitive metadata. This server acquires screenshot, the
view hierarchy in XML (see an example in the Appendix), and
event log from the phone. Subsequently deducing metadata such
as the Application Name, Focused Content, and Main Activity
Bounding Box. We then attempt to match those data with the
outcomes from our design workshop, which contains a set of
different widgets for tailored views and content automation that
could be applied for augmented views. As for our current design,
the potential content that could be augmented includes 3D objects
preview for certain types of objects, gallery views for multiple
photos, digest of article, video player, online text editor and web
browser based content. The potential tailored views includes
widgets like keyboard, video player controller, color palette, list
selection elements, and ray based pointer. Those widgets could
be organized with multiple objects in the same view. For unlisted
applications, the bounding box of the Focused Content is returned
for direct content expansion (see Figure 5).

After successful matching, the server sends the relevant details
back to the XR application, including the content meant for
augmentation and the anticipated category at the time of the request.
The XR application uses this information to update the XR assets
appropriately while also toggling enable/disable states based on
user inputs.

4.4 Setup and Apparatus
Our prototype uses a Pixel 6 Pro phone paired with a Meta Quest
Pro headset. The software was developed using Unity 2021.3.4f.
The mobile companion app was directly built in Android and relays
touch events and tracking details to the XR application through
UDP. UI automation procedures were initiated through adb shell
commands from the server end. Oculus SDK supplied the hand



(d) video watching with media controls

(b) news reading with summarization(a) web browsing with desktop views

(e) document editing with format controls (f) shopping with color palette & 3D views

(c) reviewing photos with immersive views

Figure 6: Example applications augmented with Beyond the Phone for the evaluation: (a) browsing image-extensive webpages with desktop
views, (b) using text-heavy apps with summarizing views, (c) exploring photos with gallery and immersive views, (d) using YouTube with
media controls, (e) editing online documents with phone keyboards and format controls, and (f) online shopping with color palette in phone
and 3D augmentation spatially.

tracking information. To track the phone’s position and orientation
in the XR environment, the companion app runs ARCore’s 6DOF
tracker in the background. Meanwhile, the hand tracker is used to
calibrate the phone’s coordinate alignment with the XR space when
held in a specified manner.

Specifically, since the system encompasses multiple commu-
nication channels with varying layers of information exchange
between the XR system and the smartphone, necessitating attention
to different levels of latency. To minimize transition delays for
data such as the view hierarchy and screenshots, which are critical
for real-time UI analysis, we used an Android Emulator on a
workstation to provide the phone interface. As mentioned above,
the physical phone supplies tracking and touching data to the server.
The server then forwards these inputs as well as XR event to the
Android Emulator, which updates the displayed interface. This
setup allows us to either faithfully mirror the interface on the
physical phone or substitute an alternative interface on the phone,
all while ensuring the system accurately reflects and interacts with
the phone content in real time.

During testing, the mirroring interface and synchronized track-
ing took approximately 60ms for a complete cycle, while the UI
automation procedures via ADB required around 2-3 seconds for
server-side analysis. Therefore, in our final development, we set
tracking and screen mirroring to update continuously for smooth
interactions. In contrast, UI analysis via UI automation is triggered
as needed, as illustrated in Figure 5.

4.5 Applications
Following the insights gained from our workshop, we selected

six applications for the evaluation (see Figure 6). All the phone
applications are directly downloaded from Google App Store
without any modification.

The applications include a 3D object viewer that enhances the
shopping experience, a spatial gallery extension compatible with
system photo app, a concise summary feature support news reading
, a document editing tool, a video player with on-phone controls,
and a spatial web browser. Full demonstration videos for each
application can be found in the supplementary materials.1

1They are also available on YouTube at this playlist.

The selection was driven by the diverse configurations and the
range of content each application offers, ensuring broad coverage
of various use cases. In terms of content preview, these applications
encompass text-based information, 2D media, and 3D object
displays. From an interaction standpoint, they span purely passive
viewing, searching, editing object attributes, document editing, and
interactive video playback. Taken together, this diverse set of
applications provides a comprehensive testbed for our user study,
allowing us to evaluate our frameworks across multiple interaction
contexts and to validate its versatility.
5 USER STUDY
To validate our proposed system and make an assessment of our
frameworks and their effectiveness in real-world applications, we
conducted a user study to gather user feedback on these features.

5.1 Study Setup
The study aimed to examine the performance of our frameworks
across multiple deployed applications. Specifically, we sought
feedback on: (1) How the intermediate states introduced (e.g.,
Magnified Views and Augmented Views) were perceived compared
to a straightforward phone replica (Mirrored Views). (2) Whether
our proposed transition mechanisms (including phone mirroring,
spatial magnification, multi-view setups, and augmented configu-
rations) provided a coherent user experience across different views.

We recruited 12 participants (3 female, aged M=33.7, SD=9.9),
all of whom were professional UI designers, researchers, or
software engineers at Google. Each participant had substantial
experience in creating immersive experiences, ensuring a knowl-
edgeable user base for our evaluation. The study was approved by
the ethics board of Google Research.

Each session lasted 45–60 minutes and consisted of four stages:
(1) a tutorial; (2) an exploration of Beyond the Phone with
the six applications mentioned above; (3) a questionnaire that
captured preferences for different views and perceived coherence
and consistency for each application; and (4) a follow-up interview.

Rationale for Expert Participants. We chose expert users
to minimize the “novelty effect” often observed in cross-device
interactions among novices. Non-experts tend to favor new
modalities simply because they are unfamiliar, which can bias

https://www.youtube.com/playlist?list=PL1P9g27yhMtTlCu_nq3E1c6PlSupDOBbv


objective evaluation. In contrast, experts—through broader
exposure and design experience—are less susceptible to novelty
bias and thus offer more critical, focused feedback. Furthermore,
interviews with expert participants are more likely to yield detailed
discoveries relevant to both design and implementation, making
their expertise crucial for a robust evaluation.

Tutorial and Exploration. Before starting the study, partic-
ipants first signed a consent form and answered a demographic
questionnaire. Each participant was then introduced to our system
through a series of introductory slides and tutorial videos. This
familiarization process included instructions on starting the appli-
cation, calibrating the tracked phone, and launching features like
the Magnified Phone View and Augmented View. Subsequently,
participants engaged with the six applications depicted in Figure 6.
Participants began with a standardized application journey. After
successfully completing the controlled tasks, they were allowed
to freely explore content that suited their needs, such as different
YouTube videos or news articles. The order of applications
was randomized for each participant to ensure unbiased feedback.
This exploration allowed participants to interact with diverse
functionalities, including document editing, web browsing, online
shopping, news summarizing, video watching, and photo browsing.

Questionnaire and Interviews. Once completing the explo-
ration phase, participants undertook a review of each application
scenario. This was achieved through a questionnaire, participants
were asked to rank their personal preferences regarding phone
representation for each application. (For the application above,
please rank your personal preference of phone representation)

Meanwhile, since all the applications combined the use of
three views in transition, we also asked the participants about
their perceived coherence level of the whole transition process in
this immersive environment using a 5-point Likert scale. (“How
would you rate the coherence level of the transition process among
the three views (Mirrored, Magnified, and Augmented) in this
application?”)

After completing the questionnaire with individual applications,
participants were then asked about their comment the overall of
the system. We then conducted interviews to gather participants’
rationale and suggestions for improving the prototype, with a
primary focus on their feedback and on expanding the comments
they had provided in the questionnaire.

5.2 Results
All participants found our system intuitive and easy to use. For
the results of preferences, participants ranked their preferences
for Screen Mirror, Magnified, or Augmented Views for each
application. A scale of (0, 1, 2) was used, where 0 represents
the least preferred view and 2 represents the most preferred. The
values presented in Figure 7a represent the average preference
scores based on participants’ rankings.

The results reveal two key insights:

1. Participants consistently favored views that went beyond
simple mirroring, with Mirrored Views receiving the lowest
preference scores across all applications.

2. Preferences for Augmented and Magnified Views varied
depending on the application. Applications featuring media
such as 3D shopping previews, videos, and photos saw a clear
preference for Augmented Views. In contrast, for applications
designed primarily for 2D content, the preferences for
Magnified and Augmented Views were more balanced, with
minimal differences in preference.

We conducted a Friedman chi-square test to analyze the differences
in preference scores across the three views (Mirrored, Magnified,
Augmented) for each application. Significant differences were
observed for all applications. For example, Browser (χ2 =
15.17, p < .01) and Shopping (χ2 = 16.55, p < .01) both showed

highly significant results. Pairwise Wilcoxon tests with Bonferroni
correction revealed significant differences between Mirrored views
and the other two views (Magnified and Augmented) across most
applications.

Further analysis focused on the perceived coherence for each
application, assessed on a 5-point Likert scale (1 = strongly
disagree, 5 = strongly agree). As shown in Figure 7b, the results are
visualized through violin plots to display the distribution of scores.

Most applications received high scores, suggesting that partic-
ipants generally found the combination of views and transition
process to be coherent. Similar to what we found in the ranking
results, for for applications designed primarily for 2D content, the
score distribution varied across the results. Participants indicated
that simpler displays, such as extended or magnified views, were
more appropriate for this context, as confirmed during follow-up
interviews.

5.3 Interview Findings
Reported Strengths of Our System Interview feedback was
overwhelmingly positive, with many participants praising the
system’s improved usability, legibility, and immersive experience.
They frequently highlighted enhanced reading ease and overall
engagement. For instance, participants stated “The ability to read
small text is greatly improved with the larger views.” (P6), “I feel
more immersed when I browse the web.” (P9), and “I can view my
object in a more immersive way, compared to being constrained in
a small display device.” (P8)

Others noted the expanded interaction capabilities: “I like the
idea of using the phone as a pointer.” (P11), “I appreciate the
concept of keyboard typing on the phone.” (P9), and “I think this
would make a lot of sense for YouTube, because the phone can
operate like a TV controller for YouTube (play, pause, skip forward
and backwards).” (P6)

Furthermore, participants widely praised the augmented view
corresponding to specific applications. For instance, participants
stated “Viewing 3D headphones is really impressive.” (P10), “The
text summary saved my time.” (P2), “viewing photos is easier for
the user” (P1), and “you can control various aspects of the 3D
object (color, sizes) very easily.” (P7)

Application-Specific Preferences: In our ranking and coher-
ence reports, we observed differing preferences for various views
across different applications, which was also hinted at in the
interviews. One potential reason for these differences is the
overwhelming amount of information presented in Augmented
View setups when reading is required. As noted by participants:
“I keep looking up and down, which may not be ideal.” (P5)
and “Switching views from the magnified phone to the smaller one
felt disorienting.” (P8) This suggests a desire for more explicit
view options. Some participants also provided application-specific
feedback: “If I’m watching YouTube Shorts, the large phone would
be preferred. Traditional videos would need the extended view,
as they are in landscape format.” (P3), and “For Google Docs, I
always prefer reading in the Augmented Views.” (P6)

Additionally, participants expressed a desire for configurable,
personal choices in view settings. For example, P11 noted: “For
the news scenario, the physical phone seems redundant, but it might
be indispensable for a shopping preview.” This prospect warrants
further exploration in future studies.

6 DISCUSSION AND FUTURE WORKS
With Beyond the Phone, our goal was to create an enhanced
Phone-XR experience that goes beyond basic screen mirroring or a
one-size-fits-all controller. To achieve this, we designed dynamic
modality switching and adaptable interactions across real-world
applications. We are pleased to report that our deployment
results demonstrated the system’s effectiveness. Feedback from the
user study was overwhelmingly positive, with participants adeptly
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Figure 7: Results from the quantitative studies.

navigating through various views and finding the transitions not
only useful but also well-suited for real-time interactions. This
outcome aligns with our initial vision of elevating the role of
the phone from a mere controller or display mirror to an integral
component of the XR experience.

We want to clarify that we are not asserting Phone+XR surpasses
fully ported XR applications (e.g., a dedicated XR version of
YouTube). Rather, we build on prior research indicating that
phone–XR integration offers unique advantages worthy of further
exploration. Compared to existing projects [48, 30], our work
introduces two key innovations: the use of real-world applications
instead of mock-ups, and a seamless transition mechanism between
multiple views that aligns with both application states and content.
Our evaluations revealed that users had distinct preferences for
different views based on the application, offering valuable insights
for future development of phone applications within XR.

Our system, which focuses on integrating smartphones into XR,
fits within a broader multi-device landscape that includes desktops,
tablets, and wearables such as smartwatches. The strategies
we developed—particularly for transitioning between views and
augmenting content within the Phone-XR interface—could be
adapted for these devices, opening new avenues for future research
to extend our approach to a wider range of platforms.

Additionally, our method for implementing augmented views on
phone interfaces could serve as a foundation for enhancing existing
2D applications within XR environments. By analyzing existing
UIs and applying augmented content across multiple views, our
framework provides a roadmap for seamlessly transitioning these
applications into XR settings.

In our preliminary prototype, we implemented a universal
solution with one augmented view per application. Future iterations
could feature multiple views per application, different transition
workflow, customized to better understand the application context.
There is also potential for user-configurable view settings based
on personal preferences. This variability presents an exciting
challenge: determining the optimal view setup for each application,
which we identify as a key area for future exploration.

As video pass-through techniques become more advanced, the
issue discussed in Section 4.2 may become less relevant. In
such a scenario, a video see-through phone could serve as a
more suitable replacement for our Mirrored view. Nevertheless,
we believe our framework would remain viable under these
conditions—particularly in demonstrating how augmentation can
enrich the general user experience. Further evaluation could be
conducted to explore this use case.

As all participants in our study were experts from our institution,
the findings may not necessarily generalize to novices, students,
or other professionals. Future work should therefore involve
expanding the participant pool, including non-experts and everyday
users, to more thoroughly assess the frameworks.

Another limitation of our proof-of-concept system is that Beyond
the Phone ’s UI Analysis Server is currently tailored to a specific set
of applications, and its 3D asset generation is limited to predefined
references. However, we are optimistic about future improvements,
as emerging technologies like text-to-3D conversion [34, 21, 45, 15]
have the potential to significantly enhance the XR experience by
enabling the creation of more dynamic 3D content.

We also anticipate that advancements in AI, particularly in
scene understanding and segmentation [39], will further enrich UI
context understanding in XR environments. Future work could
leverage OS-level metadata to enable seamless recognition and
augmentation of phone apps in immersive settings.

7 CONCLUSION
In this paper, we introduced Beyond the Phone, a novel framework
that enables seamless integration of smartphones into XR envi-
ronments through dynamic multi-view transitions for real-world
applications. Unlike traditional methods that limit smartphones to
screen mirroring or basic controller functionality, Beyond the Phone
enhances the XR experience by enabling fluid transitions between
mirrored, magnified, and augmented views, dynamically adapting
to the content and the current state of the application. By leveraging
user-centered design and real-time adaptability, our system creates
a more immersive and interactive Phone-XR experience.

Beyond the Phone distinguishes itself by offering an adaptable,
multi-view interaction model that breaks away from the conven-
tional binary view of smartphones as either simple controllers
or mirrored displays in XR. This flexibility opens up new
possibilities for richer, more interactive mobile experiences in XR
environments, moving beyond the limitations of existing methods.

While Beyond the Phone represents a meaningful step forward
in integrating smartphones within XR environments, we recognize
it as an early stage in addressing this complex challenge. We
are excited about future developments that will build on this
foundation, contributing to continued innovation in this exciting
domain.
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