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Figure 1: Visualization of the stability issues in live captions. (a) shows an example input video of a public Zoom meeting,
(b) shows results of raw ASR layout with b1) instable live captions, b2) visualization of Discrete Fourier Transform (DFT)
between frames, b3) visualization of user’s gaze (c) shows results of our stabilized live captions with c1) improved layout, c2)
visualization of DFT, and c3) visualization of gaze.

ABSTRACT
In recent years, live captions have gained significant popularity
through its availability in remote video conferences, mobile appli-
cations, and the web. Unlike preprocessed subtitles, live captions
require real-time responsiveness by showing interim speech-to-text
results. As the prediction confidence changes, the captions may
update, leading to visual instability that interferes with the user’s
viewing experience. In this paper, we characterize the stability of
live captions by proposing a vision-based flickering metric using
luminance contrast and Discrete Fourier Transform. Additionally,
we assess the effect of unstable captions on the viewer through task
load index surveys. Our analysis reveals significant correlations
between the viewer’s experience and our proposed quantitative
metric. To enhance the stability of live captions without compro-
mising responsiveness, we propose the use of tokenized alignment,
word updates with semantic similarity, and smooth animation. Re-
sults from a crowdsourced study (N=123), comparing four strategies,
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indicate that our stabilization algorithms lead to a significant re-
duction in viewer distraction and fatigue, while increasing viewers’
reading comfort.
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1 INTRODUCTION
The widespread adoption of Automatic speech recognition (ASR)
technology has made conversations more accessible with live cap-
tions in remote conferencing software (e.g., Google Meet, Zoom,
Microsoft Teams), mobile applications (e.g., Live Transcribe & Noti-
fications in Android, Translate in iOS), as well as head-worn dis-
plays [8, 27]. However, to maintain real-time responsiveness, live
caption systems often display interim ASR predictions that are up-
dated as new utterances are received and confidence changes, as
shown in Figure 1. ( Figure 4b illustrates how the Apple Translator
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(c) Google Meet

(b) Apple Translator

All 60 fps
Zoom: @8970: [9033, 9186], 9240, 9276, [9348], 9375, 9411
iOS, @2653: 2662, 2689, 2752, 2815, 2851, 2986
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(a) Zoom

(b) Apple Translator

(c) Google Meet

(d) Layout change (e.g., Google Meet)

00:07.204 00:07.804 00:09.454 00:10.054

00:01.004 00:01.454 00:02.504 00:03.554 00:04.154 00:06.404

00:00.704 00:01.171 00:01.321 00:01.654

07:11.204 07:11.321 07:11.338

Figure 2: Key frames and associated timestamps which demonstrates the common stability issues in the current generation
of commercial live caption systems. (a) shows four sampled captions in Zoom: “in the” is replaced by “11, where.”; “some” is
replaced by “get started, because”. (b) shows six sampled captions in Apple Translator: “thank you” is removed and “so” is
shifted to the prior position. “I’m” is replaced by “it is”, font size becomes smaller when more transcription is presented. (c)
shows four sampled captions in Google Meet: the comma after “I am” is removed and then added as a period; “it” is replaced
by “It”. (d) show a common layout change issue across all commercial software: “Organizing” is moved to the prior line with
a shorter sentence beforehand and moved to the next line with a longer sentence. Screenshots are captured with the same
YouTube video [34] played in a quiet room with the latest software in August 2022. Please refer to the supplementary video
for the full recordings.

iteratively corrects intermediate ASR results (“OK thank you so”,
“Ok so I’m”, “OK so it is 11” ) until it obtains enough context to fi-
nalize the correct transcription (“OK so it is is an event” ). Such text
instability in live captions may significantly impair users’ reading
experience. Users are often distracted by changes in layout, modifi-
cation of words, and adjustment of punctuation in live captions, as
evidenced by Heunerfauth’s work [3] and our formative studies.

In this work, we formalize the problem of text stability in live
captioning through the following contributions: (1) a quantitative
metric to model the stability of live captions. Specifically, we
explored a vision-based flicker metric using luminance contrast and
Discrete Fourier Transform; (2) an algorithm to stabilize the
rendering of live captions, via tokenized alignment, semantic
merging, and smooth animation. We compared our approach with
raw ASR results and different strategies; and (3) a crowdsourced
study (N=123) to understand viewers’ experience with live
captioning. We asked crowdworkers to watch videos and their
accompanying captions with different stability strategies, and rate
their agreement with six statements including the level of comfort,
distraction, fatigue, etc. Our statistical analysis demonstrates a
strong correlation between our proposed flickering metric and
viewers’ experience, and that our proposed stabilization techniques
significantly improved viewers’ experience.

2 RELATEDWORK
2.1 Challenges in using ASR systems
While Automatic Speech Recognition (ASR) systems have been
widely adopted for services like voice assistants, computer-mediated

communication tools and assistive applications [2, 20, 21], ASR is,
by nature, imperfect. This has led to concerns over transcription
quality. Butler et al. andMirzaei et al. [4, 24] found that while d/Deaf
or Hard of Hearing (DHH) students found the benefits of ASR, they
identify accuracy and readability of ASR as major pain points, and
struggle with low-quality captions [3, 11]. Some researchers ar-
gue that understanding ASR-generated captions requires higher
cognitive effort than errors produced by human captioners [16].
There is a hesitation to adopt ASR if it means that high-quality
professional captioning is replaced with lower-quality automated
solutions [25, 29].

2.2 Existing approaches to address ASR errors
Researchers have attempted to address ASR errors by adjusting
the appearance of captions to reflect uncertainty. For example,
Berke et al. [3] conducted studies with 128 DHH participants to
display ASR word confidence along with the transcription, but their
participants found it distracting. Other researchers also explored
ways of displaying recognition results that take into account the
confidence of each word in the transcription, such as color-coding
and bolding [28, 33].

Additionally, studies have been conducted on enhancing com-
prehension through transcription formatting. Kafle et al. [10] found
that videos with captions containing highlighted words had lower
perceived task-load ratings and were easier to read and follow by
DHH participants. They also found that DHH participants preferred
boldface, word-level highlighting for captions in the educational
lecture video genre [9]. Other studies, like Hong et al. [7], consid-
ered how to highlight video transcriptions to align them with the
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speech signal and illustrate voice volume. Angerbauer et al. [1]
explored compressing subtitles for enhanced readability.

However, the varying degrees of ASR confidence can still result
in visual jitters in live streaming scenarios, as seen in commercial
ASR services [18, 32]. Researchers have attempted to address this
issue by analyzing different types of ASR flicker and the impact of
model training techniques on stability [32]. Li et al. [19] applied an
encoder states revision strategy to improve the quality of causal
models, which have low latency but worse quality than traditional
look-ahead ASR models. There is also substantial work in the NLP
and MT space to improve text stability from the translation side,
often at some cost to latency [22, 26, 39].

Given these intermediate results of commercial ASR systems
and their error patterns, we believe that there is an opportunity to
systematically model visual jitter in live captions, and investigate
strategies to stabilize the text rendering.

2.3 Evaluating Offline and Live Captions
Word Error Rate (WER) is one of the most commonly used metrics
in evaluating the quality of Speech Recognition. However, WER fo-
cuses on only on spoken word sequences, excluding factors such as
delay, positioning, punctuation, which are included in subsequent
metrics such as NER [31]. In terms for real-time captions, prior
research has performed empirical studies with DHH users [29].
Researchers have used open-ended questions [23], scalar-response
questions [15, 17, 35], and comprehension questions [3, 6, 36]. In
terms of user behaviors, researchers also used eye tracking methods
to quantitatively evaluate users’ attention of subtitles of different
layouts [14] and to measure cognitive load [12, 13]. By recording
users’ eye tracking data, Kurzhals et al. were able to apply estab-
lished metrics such as fixation count and saccade length, which are
known to be important factors in eye strain.

Our work focuses on the problem of live captions being updated
at a high frequency with prior words modified in real-world sce-
narios, rather than in an offline system where prior words are not
modified. We take inspiration from Winkler et al. in the computer
vision domain who studied the problem of temporal flicker in wa-
termarking algorithms, which is analogous to the issue of caption
flicker caused by ASR instability in our work.

3 A QUANTITATIVE METRIC FOR
MODELING TEXT STABILITY

The dynamic nature of Automatic Speech Recognition (ASR) pre-
dictions has led to increasing text instability, which can negatively
impact user experience and comprehension. To objectively eval-
uate the performance of live captioning systems, a quantitative
metric for text stability is essential for guiding the development
of algorithms that enhance live captions. In this regard, we pro-
pose adapting the perceptual metrics proposed by Winkler et al. to
measure text stability. This metric offers a quantitative measure of
the visibility of changes between consecutive frames, providing a
valuable insight into the visibility of changes in caption text over
time.

We illustrate our adaption of the flicker metrics to measure text
stability in Figure 3. Given a grayscale live caption video at the
resolution of𝑊 ×𝐻 , we compute the the difference in luminance

between adjacent frames I𝑖 and I𝑖−1 to deltas D𝑖 = |I𝑖 − I𝑖−1 |, 𝑖 ∈
{2, · · · , 𝑁 }. We discard subtle luminance changes by setting D𝑖 to
0 when it is below 50, such that fading animations do not yield
a large metric. By averaging the flickering across all consecutive
frames, we define the metric of luminance contrast asMluminance =
1

𝑁−1
∑𝑁
𝑖=2 D𝑖 .

Next, we apply the discrete Fourier transform to the deltas, which
gives a vector of Fourier coefficients c𝑖 = DFT(D𝑖 ). We then com-
pute a sum 𝑠𝐿 over low frequencies and a sum 𝑠𝐻 over high fre-
quencies to get a per-frame flicker 𝑠𝐿 + 𝑠𝐻 . Finally, we average
the flickering across all consecutive frames in the video to get a
per-video flicker value:

𝑠𝐿 (𝑖) =
1

𝑓𝑀 − 𝑓𝐿

𝑓𝑀∑
𝑘=𝑓𝐿

c𝑘 (𝑖),

𝑠𝐻 (𝑖) = 1
𝑓𝐻 − 𝑓𝑀

𝑓𝐻∑
𝑘=𝑓𝑀

c𝑘 (𝑖),

Mflicker =
1

(𝑁 − 1) ·𝑚

𝑁∑
𝑖=2

(𝑠𝐿 (𝑖) + 𝑠𝐻 (𝑖)) ,

where 𝑁 is the total number of frames, {I𝑖 }𝑁𝑖=1 are frames of the
input video, DFT represents computing Fourier coefficients, and
𝑓𝐿, 𝑓𝑀 , 𝑓𝐻 are predefined frequency limits. As in Winkler et al. [38],
we use frequency limits of 𝑓𝐿 = 1%, 𝑓𝑀 = 16%, and 𝑓𝐻 = 80% relative
to the maximum frequency and apply a normalization factor 𝑚,
which is detailed in the Appendix. Please refer to the supplementary
material for the Python code.

4 STABILIZED CAPTIONS
To improve the stability of live captions, we propose an algorithm
that performs tokenized alignment, semantic merging, and smooth
animation, which takes as input a sequence of interim ASR predic-
tions and outputs a stabilized text string.

4.1 Problem Definition
Given 𝐷 (old) words {𝑤𝑖 }, 𝑖 < 𝐷, 𝑖 ∈ N already rendered in the
live captions with line breaks, the system receives 𝐸 (new) words
{𝑣 𝑗 }, 𝑗 < 𝐸, 𝑗 ∈ N, and expects a stabilized text string with line
breaks given a fixed screen resolution.

For each incoming sentence, we first convert it into an array
of tokens. Each token contains a tuple of the raw representation
(original word) and the filtered representation (lower-case, with-
out punctuations). Given an old sequence X consisting of tokens
{X𝑖 , 𝑖 < |X|, 𝑖 ∈ N} and a newly updated sequence Y consisting
of tokens

{
Y 𝑗 , 𝑗 < |Y |, 𝑗 ∈ N

}
, our goal is to determine the set of

words to render with the new words update. A baseline approach
would be to fully trust the speech-to-text model and directly render
sequence Y. However, this would often introduce instability in the
live captions as shown in Figure 2. A possible solution is to leverage
the confidence or stability score in the real-time speech-to-text
engines. However, according to prior art [37] and our own exper-
imentation, the reliability of the confidence score may vary, and
often leads to added delay in the rendering of live captions. For in-
stance, in Google Cloud’s speech-to-text API, the confidence scores
are calculated by aggregating the “likelihood” values assigned to
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Figure 3: Illustration of the flicker metric for measuring text stability using Discrete Fourier Transform.

each word in the input audio, and provided only for results where
is_final=true, i.e., not interim.

Nevertheless, our algorithm is versatile and works with or with-
out a confidence score — we focus on the rendering strategies of live
captions, such as alignment, merging, and animation, to improve
text stability. When a reliable confidence score is present, one can
further refine the intermediate results by applying a threshold or
incorporating it into the semantic-similarity score.

As shown in Figure 4, in the process of rendering live captions
from sequences of ASR predictions, we identify three cases of
changes when merging X (Old) and Y (New): For Case A (addition
of tokens to the end of captions), there are newly updated, incoming
tokens “How about” at the end of the original speech that is not
going to match any old tokens. For Case B (addition / deletion of
tokens, not at the end of captions), in B1, there are new words “I”
and “friends” added within the laid out tokens. Here, “I” may or
may out impact the overall comprehension of the caption, but it
may lead to layout change as shown in Figure 4(d). Such layout
changes are not desired in a live captions scenario as it often moves
positions of a large chunks of texts on screen, causing significant

it’s great. \n Went to disney land \n with my last \n weekend in.

It was great!   I   went to Disneyland with my friends last weekend. How about 
B1) Layout Change B1) Layout Change

B2) Layout Change
C2) Word ChangeC2) Word Change

A1) New Words

(a) Old:

(b) New:

(d) the baseline layout(c) the old layout (e) our stablized layout

I think it’s great.
Went to disney land
with my last
weekend in.

I think it was great!
I went to
Disneyland with 
my friends last
Weekend. How 
about

I think it’s great. I
Went to disney land
with my friends last
Weekend in. How 
about

Figure 4: An example of the instable caption merging issue. Given
an old sequence ofwords (a)with line breaks laid out in (c) and anew
sequence of words (b), the baseline approach directly update the lay-
out with the new text, regardless of their importance while we pro-
pose (e), a stabilized approach that considers existing line breaks
and words and only update words that are semantically different
(e.g., the new “I” and “friends”. Similar phrases like “disney land”
and “Disneyland” are not changed.

jitter and users have to spend extra time to scan the screen and find
the current focus. Also, the addition of “friends” affects the meaning
of the sentence, so it is important to ensure that this change can
be properly incorporated into the captions. In B2, “in” is removed
from the newly updated sentence. For Case C (re-caption of tokens),
in C1, “disney land” is to be updated to “Disneyland”, however, this
does not impact the overall semantics of the sentence. In C2, “it’s”
is updated to “It was” and it is typically upon user’s preferences
whether or not to update this.

Thus, to maximize text stability, our goal is to align the old
sequence X with the new sequence Y and update them in a way
that makes minimal changes to the existing layout while ensuring
accurate and meaningful captions.

4.2 Caption Alignment and Merging
We leveraged a variant of the Needleman-Wunsch algorithm with
dynamic programming to align two sequences. We allow a maxi-
mum skipping of 𝐾 = 3 words when matching the sequences and
always allow the algorithm to skip line breaks, i.e., the line breaks
are preserved in their original place after merging. With this align-
ment algorithm, we obtain actions as illustrated as cases A, B, and
C in Figure 4. During the merging stage, we directly add Case A to-
kens, and add line breaks as needed by measuring if the current line
exceeded 95% of the maximum width of the line. This leaves extra
padding at the end of each line to allow additional punctuation and
plural forms (“s”) added to each line. For Case B tokens, we only
add them if their addition does not break an existing line. A more
effective strategy would be to incorporate them if their semantic
importance surpasses a particular threshold. For Case C tokens, we
compare their semantic similarity and only update them if they are
semantically different and will not cause new line breaks.

4.3 Semantic-similarity Aware Updates
Our algorithm depends on a semantic similarity oracle to update
the Case C tokens. We first removed all the English stop-words and
punctuations, and used NLTK’s WordNetLemmatizer1 to lemmatize
the remaining words and transformed all the words to lowercase.

1WordNetLemmatizer: https://www.nltk.org/_modules/nltk/stem/wordnet.html

https://www.nltk.org/_modules/nltk/stem/wordnet.html
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We then map the original and updated words into a vector space
using SentenceTransformers [30], and measure their semantic simi-
larity by computing the dot product of the two vectors. We consider
two tokens semantically similar if their similarity score is greater
than 0.85.

4.4 Smooth Animation (scrolling and fading)
Finally, we leverage animations to guide people’s fixations and
reduce visual jitter. Hence we implement smooth scrolling and
fading in of newly added tokens to further stabilize the overall
layout of the live captions.

5 EVALUATION: CROWD-SOURCED STUDY
We conducted a crowdsourced study with 123 participants to (1)
examine the correlation of our proposed flicker metric with users’
experience with live captions, and (2) demonstrate the effectiveness
of our stabilization techniques.

5.1 Dataset
We manually selected 20 videos in YouTube to obtain a broad cov-
erage of use cases. This sample contains videos from different cate-
gories including video conferences, documentaries, academic talks,
tutorials, news, comedy, and others. For each video, we selected a
30-second clip, with at least 90% speech.

5.2 Conditions
We prepared four types of renderings of live captions to compare:

C0 Raw ASR: raw speech-to-text results from Google’s cloud speech-
to-text API.

C1 Raw ASR + thresholding: only display interim speech-to-text re-
sult if its confidence score is higher than 0.85.

C2 Stabilized Captions: our stabilized approach as introduced in Sec-
tion 4.

C3 Stabilized Captions Smooth: stabilized captions with smooth an-
imation (scrolling + fading).

We computed flicker metrics of captions for all conditions of the 20
video samples using the algorithm in section 3.

5.3 Procedure
We collected per-condition text stability ratings by sending the
collected sentences to 123 crowdworkers recruited from Amazon
Mechanical Turk (MTurk). We first generated a video recording
of live captions of each video in our dataset for all conditions.
Crowdworkers were asked to watch the recorded live captions, and
rate their agreement with six statements on a Likert scale from 1 –
Strongly Disagree to 7 – Strongly Agree. Statements were adopted
from questionnaires used in previous eye-tracking research on
video captions [5, 14].

Q1 Comfort: The live captions are comfortable to read.
Q2 Distraction: The live captions were distracting.
Q3 Easy to read: The captions were easy to read and follow.
Q4 Easy to follow video: I can easily follow the video content.
Q5 Fatigue: I felt eye fatigue or eye tiredness reading the live captions.
Q6 Impaired Experience: The live captions impaired my viewing ex-

perience with the video.

Behavioral Measurement Correlation to Flickering Metric

Qualitative Ratings
Comfort −0.294∗∗∗
Distraction 0.328∗∗∗

Easy to read −0.305∗∗∗
Easy to follow video −0.286∗∗∗
Fatigue 0.361∗∗∗

Impaired Experience 0.307∗∗∗

Note: ∗𝑝 < 0.05; ∗∗𝑝 < 0.01; ∗∗∗𝑝 < 0.001

Table 1: Spearman correlation tests of our proposed flicker-
ing metric to users’ reported behaviroal measurements in
our user studies.

Each task was rated by three different crowdworkers, and work-
ers were allowed to work on multiple HITs (Human Intelligence
Tasks). We selected workers to be within the United States and have
a history approval rate beyond 95%. We paid crowdworkers $0.35
for each completed HIT. We also asked crowdworkers to enter the
last word in the captions as an attention check, and removed and
republished the answers that did not match the last word in the
task.
5.4 Results
5.4.1 Correlation between flicker metric and user experience. Through
Spearman’s Correlation tests (Table 1), our flicker metric is demon-
strated to have statistically significant (𝑝 < 0.001) correlations to
users’ qualitative ratings of their experience with live captions. This
shows preliminary indications that our proposed flicker metric is
an effective metric to quantify the stability of and users’ subjective
feeling when engaging with live captions.
5.4.2 Stabilization of Live Captions. Crowdworkers had signifi-
cantly different experiences with the four different conditions (Fig-
ure 5). In general, our proposed technique (Stabilized Captions
Smooth) received consistently better ratings, significant in five out
of six survey questions when compared to the baseline, Raw Google
Cloud ASR (Mann-Whitney U test 𝑝 < 0.01) and the confidence
thresholding approach, Raw ASR + thresholding (Mann-Whitney
U test 𝑝 < 0.05), with a non-significant difference regarding the
easiness to follow the video. In addition, all stabilization techniques
(conditions 1, 2, 3) were significantly better than the baseline (Mann-
Whitney U test 𝑝 < 0.05). Crowdworkers considered the stabilized
captions to be more comfortable and easier to read, while feeling
less distraction, fatigue, and impairment to their experience than
the default live captions and live captions with confidence thresh-
olding. In general, we observed a trend that crowdworkers ranked
conditions 3 > 2 > 1 > 0 for all survey questions, with the largest dif-
ference observed in distraction, easy to read, fatigue, and impaired
viewing experience.

6 LIMITATIONS
Despite the significant findings, several limitations of the present
study should be considered. First, the data collection method used in
this study did not control for participants’ environments or contexts,
which may have influenced their subjective ratings. For example,
participants may have been in a noisy environment or experienced
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Comfort Distraction Easy to read Easy to follow video Fatigue Impaired experience

Raw ASR Raw ASR + thresholding Stabilized Captions Stabilized Captions Smooth

Figure 5: Participants’ Task Load Index and Likert scale ratings (from 1 - Strongly Disagree to 7 - Strongly Agree) to four
different kinds of live captions: Raw ASR, Raw ASR + thresholding, Stabilized Captions, and Stabilized Captions Smooth, with
95% confidence interval bar.We additionally annotated statistical tests (Mann-WhitneyU) results between different conditions:
ns (non-significant), * (p<.05), ** (p<.01), *** (p<.001), **** (p<.0001).

interruptions during the caption reading task, which could have
affected their perception of the captions. Second, the six questions
used in this study were related to the overall reading experience
of the captions (e.g., comfort, distraction) rather than specific as-
pects of the captions, such as accuracy or relevance. While these
questions provide valuable insight into the participants’ subjective
experience, they may not fully capture the extent to which cap-
tions improve comprehension. Finally, the study only examined
English transcriptions, which may not be representative of other
languages, especially non-Latin languages. The cultural and lin-
guistic differences may impact the perception and comprehension
of captions and therefore limit the generalizability of the results to
other languages and cultures.

7 DISCUSSION AND FUTUREWORK
Language-based Metrics. The flicker metrics provide a low-level
measurement of perceptual dispersion when reading live captions.
However, they may not fully reflect users’ discomfort and compre-
hension in the wild. In future work, we are interested in purposing
language-based metrics that focus on the consistency of the words
and phrases used in live captions over time, rather than just the
vision-based changes of the captions. These metrics may provide
a more accurate reflection of user discomfort and comprehension
in real-world scenarios. For example, we could measure the consis-
tency of the words and phrases used in live captions, the frequency
of errors made by the ASR system, and changes to words and lay-
outs.

Eye-tracking Lab Study. While our survey provides valuable
insights into viewers’ experience with live captions, we are also
interested in conducting an eye-tracking lab study to better under-
stand how viewers interact with live captions, as well as providing
more quantitative evidence of the impact of the stabilization tech-
niques. By tracking viewers’ gaze patterns, such as eye fixation and
saccades, we could gain a more detailed understanding of the areas
of the live captions and the types of errors that are most distracting,
and how to improve text stability for those.

Text Stability Beyond Live Captions. We also see a potential
for applying the stabilization techniques developed in this work to
other applications. For example, the technique could be applied to

the field of live translation, where real-time, accurate translations
are vital for effective communication. Additionally, the technique
could be adapted for use in other contexts, such as live subtitles for
movies and television shows, or even in closed captioning for live
events such as speeches and performances.

8 CONCLUSION
In this paper, we identify the problem of text stability in live cap-
tioning, which can significantly impair users’ reading experience.
We proposed a quantitative metric to model captions stability us-
ing a vision-based flicker metric, and an algorithm to stabilize the
rendering of live captions. We conducted a crowdsourced study
to evaluate viewers’ experience with live captioning. Our results
suggest a significant correlation between our proposed flickering
metric and viewers’ experience, and that our proposed stabiliza-
tion techniques significantly improved viewers’ experience. Our
proposed solutions can be integrated into existing ASR systems to
enhance the usability of live captions for diverse users, including
those with translation needs or those with hearing accessibility
needs.
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Figure 6: Correlation matrix of users’ experience with live captions (Likert scale ratings) in our user study. In particular,
we noticed that the “comfort” and “easy to read captions” are highly correlated; “distraction” and “eye fatigue” are highly
correlated.
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Figure 7: Scatter plots of our purposed flicker metric vs. users’ Likert scale ratings in our user study.

of both spatial and temporal domains into account. We define S𝑖 as
the gradients computed from the horizontally and vertically Sobel-
filtered image I𝑖 , and D𝑖 as the temporal difference. We then set
the normalization factor as the product of the𝑚 = max

(
S𝑖 · D𝑖 , 𝛿

)
.

𝛿 = 0.007 is a threshold to avoid extreme values of normalization.
Using and without using this normalization factor does not yield
much difference in the final outcome for our data, except for scaling
the values. We provided an implementation of this metric in the
supplementary material.

B STABILIZED CAPTIONS DATA ANALYSIS
DETAILS

We present data analysis details on users’ perception of caption
stability. We examined the correlation matrix (Figure 6) between
users’ experience with live captions, which were rated on a Likert
scale. Our analysis revealed a strong correlation between the ratings
for “comfort” and “ease of reading captions”, as well as a significant
correlation between “distraction” and “eye fatigue”. In addition,
we present scatter plots (Figure 7) comparing our proposed flicker
metric with users’ Likert scale ratings.


	Abstract
	1 Introduction
	2 Related Work
	2.1 Challenges in using ASR systems
	2.2 Existing approaches to address ASR errors
	2.3 Evaluating Offline and Live Captions

	3 A Quantitative Metric for Modeling Text Stability
	4 Stabilized Captions
	4.1 Problem Definition
	4.2 Caption Alignment and Merging
	4.3 Semantic-similarity Aware Updates
	4.4 Smooth Animation (scrolling and fading)

	5 Evaluation: Crowd-sourced Study 
	5.1 Dataset
	5.2 Conditions
	5.3 Procedure
	5.4 Results

	6 Limitations
	7 Discussion and Future Work
	8 Conclusion
	References
	A Stabilized Captions Normalization for Flicker Metrics
	B Stabilized Captions Data Analysis Details

