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Fig. 1: An overview of our foveated 360◦ video streaming pipeline. The upper and lower rows present the workflows with the
prior log-polar transformation and our proposed log-rectilinear transformation, respectively. Both foveated methods convert the
equirectangular video frames into down-sampled buffers, which are encoded and streamed to the client. After reprojection, our
log-rectilinear transformation greatly reduces the flickering and aliasing artifacts while maintaining high-quality rendering in the
foveal region and reducing overall bandwidth.

Abstract— With the rapidly increasing resolutions of 360◦ cameras, head-mounted displays, and live-streaming services, streaming
high-resolution panoramic videos over limited-bandwidth networks is becoming a critical challenge. Foveated video streaming can
address this rising challenge in the context of eye-tracking-equipped virtual reality head-mounted displays. However, conventional
log-polar foveated rendering suffers from a number of visual artifacts such as aliasing and flickering. In this paper, we introduce a new
log-rectilinear transformation that incorporates summed-area table filtering and off-the-shelf video codecs to enable foveated streaming
of 360◦ videos suitable for VR headsets with built-in eye-tracking. To validate our approach, we build a client-server system prototype
for streaming 360◦ videos which leverages parallel algorithms over real-time video transcoding. We conduct quantitative experiments
on an existing 360◦ video dataset and observe that the log-rectilinear transformation paired with summed-area table filtering heavily
reduces flickering compared to log-polar subsampling while also yielding an additional 10% reduction in bandwidth usage.

Index Terms—360 video, foveation, virtual reality, video streaming, log-rectilinear, summed-area table

1 INTRODUCTION

360◦ videos, also referred to as omnidirectional or panoramic videos,
offer superior immersive experiences by encompassing the viewers’
entire field of view and allowing them to freely look around the scene
with a full 360◦ field of regard. However, streaming solutions for 360◦
videos that transmit the entire 360 video frame result in much worse
perceived quality compared to streaming conventional videos [13, 39].
As most of the pixels in 360◦ videos are out-of-sight or in the peripheral
region, streaming 360◦ video requires a much higher resolution and
bandwidth to achieve the same perceived quality [38, 39]. Previous
research in viewport-adaptive 360◦ video streaming [17, 34, 38, 44] has
achieved significant bandwidth reductions and quality improvements
by culling out-of-sight regions for streaming videos to mobile devices.
However, with increasing resolutions from 360◦ cameras such as the
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11K Insta360 Titan1 and VR headsets such as the 3000 pixels-per-inch
(PPI) Varjo VR-12, additional bandwidth optimizations will be needed
for interactive, low-latency streaming of high-resolution 360◦ videos.

Several existing video processing and transmission pipelines address
limitations in transmission speed by varying the resolution to match
the human visual system. These foveated video techniques maintain
high-fidelity video in regions the viewer is currently focusing on while
reducing resolution in the peripheral areas to lower the bit rate necessary
to transmit or store the video. Many existing approaches to foveated
video coding and streaming [23–25, 30, 40, 41] use either multiple
resolution techniques or image transformation techniques.

Multiple resolution techniques divide a video into multiple video
tiles and encode each tile at several resolutions. These tiles are usually
independently streamed and then combined into a single video on
either the server or the client. Alternatively, image transformation
techniques map the peripheral areas to a lower resolution by applying
a transformation that models the spatially-varying resolution of the
human visual system. While both types of techniques are effective at
reducing the bit rate, they often lead to spatial and temporal artifacts
due to subsampling in the peripheral region [3].

In this paper, we present a new log-rectilinear transformation that
preserves full-resolution fidelity around the gaze position and a soft
blur in the peripheral region. By bringing together summed-area tables,
foveation, and off-the-shelf video codecs, our log-rectilinear trans-
formation enables foveated-video streaming for eye-tracking virtual
reality headsets. When incorporating our log-rectilinear transforma-

1Insta360 Titan: https://insta360.com
2Varjo VR-1: https://varjo.com
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tion with summed-area-table-based filtering, image artifacts from the
conventional log-polar transformation are significantly reduced.

Our main contributions in this paper are:

• Introduction of a log-rectilinear transformation which leverages
summed-area tables, foveation, and standard video codecs for
foveated 360◦ video streaming in VR headsets with eye-tracking.

• Design and implementation of a foveated 360◦ video streaming
system with full capability of video decoding, generating summed-
area tables, sampling, and encoding.

• Quantitative evaluation of the log-rectilinear transformation on a
public 360◦ video dataset [2] with an ablation study demonstrating
the effects of summed-area table filtering.

The remainder of our paper is structured as follows: In Section 2,
we discuss previous approaches to foveated and 360◦ video coding,
streaming, and rendering. In Sections 3 and 4, we discuss the details
of our log-rectilinear transformation and how to integrate it into a
360◦ video streaming pipeline. In Section 5, we quantitatively evalu-
ate the video quality, bit rate, and performance of our log-rectilinear
augmentation. Finally, in Sections 6 and 7, we discuss the limitations
of our approach and potential future directions in 360◦ video stream-
ing for VR headsets. Supplementary material is available at https:
//augmentariumlab.github.io/foveated-360-video/.

2 RELATED WORKS

Our work builds upon previous approaches to 360◦ video streaming.
We leverage techniques from foveated rendering and summed-area
tables in our video streaming pipeline.

2.1 Foveated and 360◦ Video Streaming
As video streaming continues to grow in popularity, various approaches
have been proposed to reduce the bandwidth requirements of streaming
high-resolution video. Most existing approaches can be classified as
multiple resolution techniques [24,25,30,41] or quantization parameter
adjustments [20, 29]. For 360◦ videos and VR applications, tiling
techniques [13, 17, 18, 28, 35, 44, 51] stream only visible portions of the
video at a high quality and stream out-of-sight portions at a significantly
lower quality or even leave them out entirely.

Qian et al. developed Flare [38], a 360◦ video-streaming solution
for mobile devices, which builds upon existing tiling approaches. The
Flare system applies the tiling technique to viewport adaptive streaming,
which aims to stream the entire viewport of a 360◦ video at the full-
resolution on a mobile network. They develop a viewport-prediction
network, a tile scheduler, and employ rate-adaptation in their system to
strategically stream the entire viewport while minimizing the bandwidth
overhead of streaming out-of-sight regions. While their system success-
fully culls out-of-sight regions for the 360◦ video, it can only stream
videos at certain predetermined quality levels. Viewing 360◦ video in
high-resolution VR headsets will require a finer foveated streaming
approach along with out-of-sight culling to achieve the same quality
over a larger viewport.

While tile-based approaches work well for viewport adaptive 360◦
video streaming, they would not be practical for foveated 360◦ video
streaming where the quality levels differ not only between visible and
out-of-sight areas but also between different areas within the viewport.
For instance, Ryoo et al. [40] design a foveated streaming system for
2D videos which requires 144 tiles with 6 resolutions for each tile for
a total of 864 files. Applying the same approach for foveated 360◦
video streaming would require an order of magnitude more files due
to the panoramic nature. Using too few tiles would lead to tearing and
color mismatch artifacts as shown in Fig. 2. Splitting up videos this
way creates challenges for client devices that would need to stream,
decode, and render hundreds of streams simultaneously in sync while
also blending them to hide edge artifacts. Furthermore, creating and
storing hundreds of files per video is impractical for services such as
YouTube and Facebook where videos accumulate over time as users
upload more content each day.

Tearing

Color Mismatch

Fig. 2: Foveated streaming of 360◦ videos requires too many tiles due
to the large field of view and high variability of detail. Using too few
tiles leads to tearing artifacts (blue box) and color mismatch artifacts
(orange box) as shown above. The gaze position is marked with a cyan
circle at the center of the frame.

2.2 Foveated and 360◦ Video Rendering
The critical need for higher performance is motivating research in
foveated rendering which aims to improve graphics performance in
real-time applications.

Guenther et al. [14] developed the first foveated rendering pipeline
for 3D graphics that renders at three different resolutions based on
perceptual detectability thresholds [12] and composites the result to
yield the final foveated image. They conducted a user-study to de-
termine an acceptable foveation threshold and evaluated their system
by measuring the performance speedup. Their rendering technique
achieves an effective speedup of 5−6× on the prevalent displays and
they predicted higher speedups on higher-resolution, wider field-of-
view displays. Other foveated rendering techniques such as shading at
multiple resolutions [36], and rendering to a log-polar buffer [32] have
also been found to yield significant performance boost.

Although foveated rendering has the potential to dramatically in-
crease performance for high-resolution VR rendering, many current
approaches still yield undesirable visual artifacts. Turner et al. [45]
present a technique called phase-aligned foveated rendering to reduce
motion-induced flickering and aliasing artifacts in foveated rendering.
By aligning the pixel sampling to the virtual scene rather than the rota-
tion of the user’s head, they can remove flickering caused by rotational
movement with only 0.1 ms overhead rendering to a 2560×1440 VR
headset. While their technique yields very impressive results, it only
works for 3D graphics rendering but not for displaying 360◦ videos.
Recent advances in neural rendering present the potential to reconstruct
the foveated frame with generative adversarial neural networks [21].
Nevertheless, such methods are limited by training data and may pro-
duce flicker and ghosting artifacts for unexpected content.

2.3 Summed-Area Tables
Summed-area tables, also known as integral images, are a 2D extension
of prefix-sum arrays. First proposed by Frank Crow [6] as an alternative
to mipmaps for texturing, summed-area tables have found a wide range
of uses within computer graphics and computer vision. Given a 2D
array A = {ai j}, the summed-area table S = {si j} for array A has
elements:

si j =
i

∑
x=0

j

∑
y=0

axy.

The element at position i, j of S is the sum of all the elements in the
rectangle sub-array of A with diagonal corners (0,0) and (i, j).

Summed-area tables can be efficiently calculated on the GPU using
a variety of parallel algorithms [10,11,15,22,33]. The simplest parallel
algorithm for generating a summed-area table [15] calculates prefix
sums across each row in parallel on the GPU followed by each column
in parallel. Since a prefix scan can be computed in O(log(n)) time and
O(n) work using Blelloch’s scan algorithm [5], a summed-area table
can be computed in O(log(m)+ log(n)) time and O(mn) work for an
m∗n image given m∗n processors or threads. Recent algorithms [10,
11] leverage memory locality, kernel synchronization, and look-back

https://augmentariumlab.github.io/foveated-360-video/
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Fig. 3: An illustration of the sampling positions of the log-polar transformation and our log-rectilinear transformation for foveation. Each square
corresponds to a single pixel. Larger blocks correspond to collections of pixels. In an ideal scenario, each sampled pixel should correspond to an
average of every pixel in their region. With the log-polar transformation, typically only one pixel is sampled in each region leading to foveation
artifacts. With our log-rectilinear transformation, we can get the average for each region with just four samples from a summed-area table. The
position of the sampling is offset by the gaze position.

techniques to compute summed-area tables with less than 10% overhead
over a GPU memory copy. Using the 1R1W-SKSS-LB algorithm by
Emoto et al. [10], an 8K×8K summed-area table of 32-bit floats can
be calculated in less than 1 ms.

In computer graphics, summed-area tables have been used for vari-
ous effects such as ambient occlusion [9], depth of field [15,26], glossy
environmental reflections [15], and feature correspondence [4, 46, 47].
Summed-area tables have also been extended to cube-maps [50] for
shadow mapping and translucent environment mapping. To the best of
our knowledge, we are the first to use summed-area tables for streaming
foveated 360◦ videos.

3 METHOD

Our log-rectilinear transformation combines resolution-reduction tech-
niques in foveated rendering and the constant-time filtering effects of
summed-area tables to enable foveated video streaming.

3.1 Log-Rectilinear Transformation
The conventional geometric transformation used to emulate the res-
olution falloff with eccentricity for the human eye is the log-polar
transformation [32, 48]. The log-polar transformation emulates the
spatially-varying resolution of the human visual system but leads to
an inefficient mapping from conventional, rectangular-packed video
sources. Around the gaze position, multiple pixels of the log-polar
buffer could be sampled from the same pixel in the original image. In
the peripheral regions, subsampling from the log-polar buffer causes
flickering and aliasing artifacts.

To address the drawbacks of the log-polar transformation, we pro-
pose a log-rectilinear transformation. Our log-rectilinear transforma-
tion, shown in Fig. 3 and Fig. 4, preserves full-resolution detail near the
gaze position while emulating the spatially-varying resolution of the hu-
man visual system similar to the existing log-polar transformation. To
achieve this, our log-rectilinear transformation satisfies several proper-
ties. First, regions of our log-rectilinear transformation are rectangular,
allowing constant-time filtering using summed-area tables. Second, our
log-rectilinear transformation expresses a one-to-one mapping from the
full-resolution video frame to the reduced-resolution buffer near the
gaze position. This is represented as ∆x = ∆u where ∆x is the distance
from the gaze position in the full-resolution W ×H video frame and ∆u
is the distance from the center of the reduced-resolution w×h buffer.
Third, our log-rectilinear transformation uses an exponential resolu-
tion decay based on the properties of the human visual system. We
accomplish this by using an exponential decay ∆x = exp(A ·K(u)) with
a kernel function K(u) = u4 from Meng et al. [32]. Here u represents

an axis on the reduced-resolution log-polar buffer and A is a variable
set to represent the scaling between the full-resolution frame and the
reduced-resolution log-polar buffer.

To adapt kernel foveated rendering expression (Equation 8 from
Meng et al. [32]) for the log-polar formulation to our log-rectilinear
transformation we make the following changes. First, we replace
u with |∆u|

w/2 ∈ [0,1], the normalized distance from the center of the
reduced-resolution buffer. Second, we subtract 1 from the exponential
so that |∆x| = 0 when |∆u| = 0. Third, we move the variable A out
of the exponential and set it to a constant λx. We set λx = W

e−1 so

that |∆x|= |W | when |∆u|
w/2 = 1, allowing the entire frame to be in view

when the user is looking at a corner. Our final exponential decay is

λx

(
exp
((
|∆u|
w/2

)4
)
−1
)

. To ensure a one-to-one mapping near the

gaze position, we take the maximum between |∆u| and our exponential
decay, giving us our final equation:

∆x = max

(
|∆u|, λx

(
exp

((
|∆u|
w/2

)4
)
−1

))
∗ sign(∆u) .

Inverting our log-rectilinear transformation is accomplished with the
following equation:

∆u = min
(
|∆x|, w

2
· ln1/4

(
|∆x|
λx

+1
))
· sign(∆x) .

We detail how the log-rectilinear transformation and its inverse are
applied to foveated streaming in Sect. 4.

3.2 Summed-Area Table Images
Although our log-rectilinear transformation maintains the high-quality
in the fovea region using a one-to-one mapping, it alone can not address
aliasing artifacts in the peripheral region. We propose sampling from a
summed-area table rather than directly from the image to reduce the
artifacts from foveated sampling.

Using summed-area tables allows us to quickly find the sum of any
axis-aligned rectangular block of the original array A:

i1

∑
x=i0

j1

∑
y= j0

axy = si1 j1 − s(i0−1) j1 − si1( j0−1)+ s(i0−1)( j0−1).

Dividing the sum by the size of the rectangle yields the average of
all values in the block. Using the average RGB values for periph-
eral regions significantly improves the quality compared to sampling
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Fig. 4: A comparison between the conventional log-polar transformation and our novel log-rectilinear transformation. The left and right columns
show the same video frame being foveated using the log-polar and log-rectilinear transformations, respectively. The lowermost image in each
column shows the final gnomonic projected video frame with foveation. The gaze position is marked with a purple circle. For both log-polar and
log-rectilinear, we use a buffer resolution of 1072×608.

the original image, eliminating aliasing artifacts as well as reducing
temporal flickering. When sampling from the summed-area table, we
are able to retrieve the average color values with only four memory
reads per pixel. For a m ∗ n frame, traditional filtering for foveation
requires O(mn) work after the gaze position is available. However, on
the highly-parallel GPUs one could use the summed-area tables to carry
out filtering much faster. Building the summed-area table on a GPU us-
ing parallel-prefix sums takes only O(log(m)+ log(n)) time over m∗n
processors and does not require knowing the latest gaze position. As
soon as the gaze position is available, sampling the summed-area table
only takes O(1) time, reducing the latency in the sampling stage. By
reducing the overhead in sampling, we minimize the latency between
receiving the latest gaze position of the viewer and sending out the next
frame on the server.

4 SYSTEM

We demonstrate the applicability of our transformation by designing
and implementing a foveated video streaming pipeline for eye-tracking

VR headsets. Our pipeline consists of a real-time video transcoding
pipeline with two additional steps on the server: a summed-area-table
encoding step and a log-rectilinear sampling step. Our full pipeline,
shown in Fig. 5, consists of four processing stages for the server and
two processing stages for the client.

4.1 Server Pipeline
Our workflow on the server consists of four stages: video decoding,
summed-area table generation, log-rectilinear buffer sampling, and log-
rectilinear buffer encoding. Every frame of the video must be processed
through the pipeline, but decoding and summed-area table generation
are buffered on the server.

4.1.1 Stage 1: Video Decoding
Our first stage for the server is video decoding. In this stage, the full-
resolution video is decoded on the server and converted from YCbCr
color-space into a 24 bits-per-pixel RGB image. In our research proto-
type, we use FFmpeg, a multimedia library (https://FFmpeg.org),
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Fig. 5: The system workflow for our integrated foveated video streaming prototype. Our server consists of four stages which include decoding the
video, building a summed-area table, sampling the summed-area table into a log-rectilinear buffer, and streaming the log-rectilinear video buffers.
The client first sends a video streaming request to the server, then continuously updates the gaze position to the streaming server. For video
processing, the client has two stages: decoding the log-rectilinear video and interpolating it into a full-resolution video frame.

for both video decoding and encoding. The decoding process can be
hardware accelerated on Intel, NVIDIA, and AMD platforms using
FFmpeg.

4.1.2 Stage 2: Summed-Area Table Generation
In the second stage, our server computes the summed-area table repre-
sentation for the full-resolution image. We use the RGB color-space
and compute the summed-area tables for each channel independently,
though our method can also be applied to other color-spaces such as
YCbCr or HSV. Our research prototype leverages the GPU by using the
OpenCL API for parallel computation.

4.1.3 Stage 3: Log-Rectilinear Sampling
In the third stage, we compute a reduced-resolution log-rectilinear
buffer. For a full-resolution 1920× 1080 (W ×H) video, we sample
to a reduced-resolution buffer of size 1072× 608 (w× h) so that the
ratio of full-resolution to reduced-resolution (W/w) is at least 1.8, a
ratio found to yield virtually indistinguishable results for users with
log-polar-based foveation in VR headsets [32]. During this stage, we
use the viewer’s last updated gaze position when creating the reduced-
resolution buffer. We use OpenCL for computing the log-rectilinear
buffer.

4.1.4 Stage 4: Log-Rectilinear Encoding
The final stage of our pipeline consists of encoding the reduced-
resolution log-rectilinear buffer into an H.264 video packet and muxing
into a fragmented MP4 (fMP4) packet. Once again, we use FFmpeg
for the encoding stage which supports hardware-accelerated encoding
through NVIDIA NVENC. After encoding, the packet gets sent to the
client over the network through a socket.

4.2 Client Pipeline
Our pipeline for the client augments video decoding with a post-
processing step to convert the log-rectilinear transformed buffer into a
standard video frame.

4.2.1 Stage 1: Video Decoding
Upon receiving the encoded packet from the server, the client decodes
the packet yielding the reduced-resolution log-rectilinear buffer. Al-
though the end-user never sees the log-rectilinear buffer, the buffer is
cached on the GPU for post-processing.

4.2.2 Stage 2: Inverse Log-Rectilinear Transformation
In the second stage, the client performs a post-processing step to ex-
pand the reduced-resolution log-rectilinear buffer into a full-resolution

foveated video frame. We employ bilinear interpolation on the GPU to
restore the full-resolution video frame.

5 EVALUATION

We evaluate the potential benefits and drawbacks of our approach by
conducting a quantitative evaluation of our visual quality, bandwidth
savings, streaming latency, and computational overhead. We compare
our log-rectilinear transformation with summed-area table sampling
against the log-polar transformation commonly used in foveated render-
ing. Throughout our evaluation, we also include an ablation study of the
summed-area table on public datasets. We present a side-by-side visual
comparison between foveation using the log-polar transformation and
our approach in the supplementary video.

5.1 Datasets and Configuration
To validate our approach and ensure replicability, we quantitatively
evaluate our video streaming system with the benchmark 360◦ video
dataset of Agtzidis et al. [2]. The dataset consists of 14 diverse 360◦
videos with gaze and head paths of 13 participants using a FOVE3

eye-tracking VR headset. We conduct quality, bandwidth, and per-
formance overhead comparisons on all the available 172 (participant,
video) pairs and report the aggregate averaged metrics. Detailed results
for each video are available in the supplementary material. For visual
quality, we present a side-by-side comparison with the drone video in
our supplementary video and quantitatively evaluate the corresponding
visual quality for log-polar foveation, log-rectilinear foveation, and
log-rectilinear foveation with SAT. For a break-down analysis of per-
formance, we measure latency and processing time also with the drone
video in the dataset. Performance measurements are similar for other
videos in the dataset.

We conduct all the following experiments on a server with an Intel
Core i7-8700K CPU and NVIDIA RTX 2080 Ti GPU and a client
with an Intel Core i5-5300H CPU and NVIDIA GTX 1050 GPU. For
our benchmarks, decoding is accomplished on the CPU by x2644 and
encoding is performed on the GPU by NVIDIA NVENC using FFmpeg
API. Our overall experiments and measurements are performed on the
1080p (1920× 1080) equirectangular projected frame of each 360◦
video and using a 1072×608 reduced-resolution buffer. As videos in
the original dataset have varying resolutions up to 3840× 2160, we
pre-process the videos to 1920× 1080 for our experiments. For the
log-polar method, we apply a 3×3 Gaussian blur to the right-half of
the log-polar encoded buffer following Meng et al. [32] during the
sampling stage. No blur is applied for our log-rectilinear method.

3FOVE VR Headset: https://www.getfove.com
4x264: https://www.videolan.org/developers/x264.html

https://www.getfove.com
https://www.videolan.org/developers/x264.html


Foveated 
frame i-1

Foveated 
frame i

Compute DFT

Reference 
frame i-1

Reference 
frame i

Compute 
difference di-1

Compute 
difference di

Compute 
difference ci

Fig. 6: Overview of the Flicker metric by Winkler et al. [49] which
captures the change in visual artifacts using a linear combination of
Fourier coefficients.

5.2 Quality
To evaluate the visual quality of our approach, we compare the differ-
ences between our foveated video and the original video when encod-
ing the reduced-resolution representations in a constant quality mode.
We compute the weighted spherical peak signal-to-noise ratio (WS-
PSNR) [43] of the luminance channel (Y) because the eye is more
sensitive to changes in luminance as opposed to changes in chromi-
nance [19]. We also compute the Structural Similarity Index (SSIM)
between the original videos and the foveated videos.

We adapt the metric by Winkler et al. [49] to measure flickering.
We first compute the difference in luminance between foveated frames
{xi} and reference frames {yi} to yield deltas {di = xi− yi}. Then we
compute the difference between consecutive deltas {ci = di− di−1}.
For each difference ci, we compute the discrete Fourier transform
which gives a vector of Fourier coefficients ri. Next, we compute a
sum sL over low frequencies and a sum sH over high frequencies to get
a per-frame flicker sL + sH . Finally, we average the flickering across
all consecutive frames in the video to get a per-video flicker value. As
each video in the dataset is of a single scene, we evenly weigh every
frame when computing the total per-video Flicker metric.

Our final Flicker metric is as follows:

di = xi− yi

r(i) = DFT(di−di−1)

sL(i) =
1

fM− fL

fM

∑
k= fL

rk(i),

sH(i) =
1

fH − fM

fH

∑
k= fM

rk(i),

Flicker =
1

N−1

N

∑
i=2

(sL(i)+ sH(i))

where N is the total number of frames, {xi}N
i=1 are frames of the

foveated video, {yi}N
i=1 are frames of the reference video, DFT rep-

resents computing Fourier coefficients, and fL, fM , fH are predefined
frequency limits. As in Winkler et al. [49], we use frequency limits of
fL = 1%, fM = 16%, and fH = 80% relative to the maximum frequency.
An illustration of this Flicker metric is shown in Fig. 6.

We show the averaged results of our quality comparison across
all (participant, video) combinations with intermediate encoding of
transformed buffers in Table 1 and without intermediate encoding in
Table 2. Per-video averaged results with intermediate encoding are
shown in Fig. 8, Fig. 9, Fig. 10, Fig. 11, and available in the Table 6.
We also show how the WS-PSNR scales with available bandwidth in
Fig. 7 using the gaze of the first available participant (P3).

5.3 Bandwidth
We measure the average bitrate of the H.264 stream produced by FFm-
peg to determine the compression ratio achieved by our foveation
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Fig. 7: Comparison of visual quality (WS-PSNR) across bitrates rang-
ing from 100 Kbits/s to 6 Mbits/s. Foveation with SAT Log-Rectilinear
yields better quality across the entire range of bitrates.

Table 1: Quality comparison of various foveation methods based on
the aggregate average values of WS-PSNR, SSIM, and Flicker metrics.
Our SAT Log-Rectilinear method yields significantly less flickering
with comparable visual fidelity.

Sampling Method WS-PSNR (db) ↑ SSIM ↑ Flicker ↓
Log-Polar 25.18 0.864 160.8
Log-Rectilinear 27.23 0.906 192.8
SAT Log-Rectilinear 28.00 0.908 110.0

Table 2: Quality comparison of various foveation methods without
encoding intermediate log-polar and log-rectilinear buffers to H.264.

Sampling Method WS-PSNR (db) ↑ SSIM ↑ Flicker ↓
Log-Polar 25.47 0.877 161.4
Log-Rectilinear 27.48 0.918 196.4
SAT Log-Rectilinear 28.50 0.921 98.4

Table 3: Bandwidth evaluation of different video streaming methods
based on the average packet size and bit rate. Our SAT log-rectilinear
method yields significant bandwidth savings compared to other methods
when encoding with H.264 in constant quality mode.

Sampling Method Average Packet Size ↓ Bit rate ↓
Full Resolution 24.50 KB 5.88 Mbps
Log-Polar 13.91 KB 3.34 Mbps
Log-Rectilinear 15.50 KB 3.72 Mbps
SAT Log-Rectilinear 12.44 KB 2.99 Mbps

technique. All pipelines encode their representations into the main
profile of H.264 with the constant quality parameter (cq) set to 25.
Bitrates and the corresponding per-frame packet sizes for each pipeline
are shown in Table 3.

In our implementation, the server reads and decodes a single full-
resolution 1080p H.264 MP4 file. No lower-resolution copies of the
video are stored on disk or used during the decoding process. Our
server calculates the summed-area table in real-time and buffers it in
GPU memory. For a 1080p frame, this requires only 24 MB of GPU
memory when storing the summed-area table using 32-bit integers.



Table 4: Performance comparison of video streaming based on various foveation methods. Our Summed-Area Table (SAT) Log-Rectilinear
pipeline requires an additional 1 to 2 ms compared to other pipelines which sample directly from the raw video frames.

Sampling Method Decoding (ms) Processing (ms) Sampling (ms) Encoding (ms) Total (ms)

Log-Polar 6.14 1.91 0.55 2.86 11.46
Log-Rectilinear 6.13 1.91 0.53 2.85 11.43
SAT Log-Rectilinear 6.14 3.00 0.46 2.84 12.44
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Fig. 8: Quantitative evaluation of the average weighted spherical peak-
signal-to-noise-ratio (WS-PSNR) in streaming each foveated video.
Our SAT Log-Rectilinear method yields the highest WS-PSNR for all
videos.
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Fig. 9: Quantitative evaluation of the average Structural similarity index
(SSIM) in streaming each foveated video. Our SAT Log-Rectilinear
method yields the highest SSIM for most videos.

Table 5: Break-down analysis of the client latency. Our profiling results
show that foveation only adds 7 milliseconds to the overall latency
when responding to user interactions.

Stage Non-foveated Client Foveated Client
Runtime (ms) Runtime (ms)

Server Response 82 ms 76 ms
Decoding 27 ms 27 ms
Unwarping 0 ms 13 ms
Total 109 ms 116 ms
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Fig. 10: Quantitative evaluation of our flickering metrics for foveating
each video in the dataset. Our SAT Log-Rectilinear method yields the
lowest flickering for every video.
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Fig. 11: Measurements of the bitrate for streaming each video when
encoding using a constant quality mode to H.264. On average, our
SAT Log-Rectilinear method results in a 23% reduction in bandwidth
consumption compared to Log-Polar foveation.

5.4 Computational Overhead

To evaluate the streaming overhead of our log-rectilinear foveation,
we compare the overall response time of a non-foveated client and
a foveated video client to user input. As shown in Table 4, our log-
rectilinear transformation yields similar runtime for sampling and en-
coding foveated video, adding only an additional 2 ms overhead when
building the summed-area table. According to Table 5, our foveated
pipeline adds only about 7 ms of overall latency responding to user in-
put compared with a non-foveated pipeline. Foveation reduces the total
server response time from 82 ms to 76 ms (7.3%) due to the reduced
resolution the server needs to encode and the smaller packet sizes.

We implement three foveation pipelines mainly in C++ and measure
the average time at each stage of the pipelines to quantify the perfor-



Table 6: Complete Results of our Visual Quality and Bandwidth Evaluation: We include full evaluation results of WS-PSNR, SSIM and bitrate
for streaming each of the 14 videos in the benchmark dataset by Agtzidis et al. [2]. Each metric is averaged over the available participants for the
corresponding video.

Video # Participants Foveation WS-PSNR (db) SSIM Bitrate (Mb/s) Packet Size Flicker

01 park 13
Log-Polar 25.34 0.873 2.34 9.76 70.12
Log-Rectilinear 26.59 0.910 2.76 11.50 116.81
SAT Log-Rectlinear 27.60 0.915 2.02 8.42 38.97

02 festival 13
Log-Polar 22.84 0.833 3.66 15.25 162.32
Log-Rectilinear 24.94 0.890 3.90 16.27 206.09
SAT Log-Rectlinear 25.61 0.889 3.34 13.92 117.27

03 drone 13
Log-Polar 25.96 0.884 3.41 14.22 109.29
Log-Rectilinear 28.01 0.927 3.62 15.09 149.81
SAT Log-Rectlinear 28.94 0.929 2.99 12.48 66.88

04 turtle rescue 13
Log-Polar 29.41 0.884 2.96 12.31 85.47
Log-Rectilinear 31.56 0.913 2.92 12.17 104.94
SAT Log-Rectlinear 32.13 0.915 2.35 9.78 57.81

05 cycling 13
Log-Polar 26.32 0.898 3.77 15.72 281.49
Log-Rectilinear 28.52 0.930 3.83 15.95 293.00
SAT Log-Rectlinear 29.10 0.929 3.42 14.26 205.21

06 forest 12
Log-Polar 21.41 0.763 3.78 15.74 373.50
Log-Rectilinear 22.80 0.826 5.76 24.00 417.51
SAT Log-Rectlinear 23.36 0.821 4.24 17.66 288.02

07 football 12
Log-Polar 25.82 0.847 3.10 12.91 93.11
Log-Rectilinear 27.88 0.889 3.37 14.05 117.98
SAT Log-Rectlinear 28.76 0.896 2.58 10.74 52.52

08 courtyard 12
Log-Polar 26.23 0.886 2.77 11.53 76.02
Log-Rectilinear 28.72 0.919 2.56 10.65 95.46
SAT Log-Rectlinear 29.55 0.922 1.88 7.81 36.80

09 expo 12
Log-Polar 24.14 0.897 2.83 11.78 101.21
Log-Rectilinear 26.36 0.932 2.88 12.01 157.25
SAT Log-Rectlinear 27.07 0.931 2.47 10.28 68.93

10 eiffel tower 12
Log-Polar 26.63 0.895 3.18 13.26 87.74
Log-Rectilinear 28.73 0.926 3.20 13.34 131.27
SAT Log-Rectlinear 29.54 0.928 2.61 10.86 52.23

11 chicago 12
Log-Polar 24.86 0.873 3.60 15.00 175.60
Log-Rectilinear 27.13 0.915 3.77 15.69 206.80
SAT Log-Rectlinear 27.89 0.917 3.18 13.25 126.44

12 driving 11
Log-Polar 22.73 0.848 4.18 17.41 338.50
Log-Rectilinear 24.76 0.897 5.88 24.48 325.10
SAT Log-Rectlinear 25.52 0.896 4.63 19.28 230.83

13 drone low 12
Log-Polar 25.37 0.845 4.07 16.94 229.20
Log-Rectilinear 27.47 0.888 4.33 18.06 268.07
SAT Log-Rectlinear 28.34 0.891 3.53 14.72 166.71

14 cats 12
Log-Polar 24.91 0.868 3.19 13.31 91.06
Log-Rectilinear 27.24 0.923 3.61 15.04 128.21
SAT Log-Rectlinear 28.13 0.927 2.77 11.54 46.90

mance impact of our sampling method compared with other foveation
sampling methods. During streaming, we observe that GPU utilization
on the server is around 11%. Thus, the server supports streaming to
multiple connections at 1080p on a single GPU. However, our current
implementation is limited to 1080p due to bottlenecks in CPU video
decoding.

6 DISCUSSION

Our experiments show that sampling with our log-rectilinear transfor-
mation using a summed-area table yields reduced flickering and reduced
bit rate compared with using a log-polar approach sampling from the
video frames directly. For most videos with still or slow camera move-
ments, our log-rectilinear transformation paired with a summed-area
table dramatically reduces flicker. In videos with abnormally large
camera movements, such as the cycling video and the driving video,
our flickering metric yields very high values for all three foveation
approaches due to the large luminance changes between frames.

In our performance comparison, we see that our pipeline consumes
only 1 to 2 milliseconds of additional processing time compared with

other foveation approaches. Although our summed-area approach reads
four pixels from the summed-area table buffer during the sampling
stage, sampling still takes less than 0.6 ms in our experiments as shown
in Table 4. This can be explained by caching between threads within
the same work-group. While each thread reads four pixels from the
full-resolution summed-area table buffer, the same values are read by
neighboring threads allowing the GPU to efficiently cache values from
the summed-area table. To produce a w×h size log-rectilinear buffer,
only (w+1)× (h+1) values are read in total from the summed-area
table. For all sampling methods, the server processing time is within
10−15 ms, similar to other cloud-driven AR and VR systems [42, 52].

Comparing the encoded packet sizes between all the approaches, we
see that all foveation methods yield significantly reduced packet sizes
compared with encoding at the full resolution, often with over 50%
bandwidth savings. With significantly reduced bit rates, we envision
that our technique may be useful in Content Delivery Network (CDN)
and edge computing devices to reduce the bandwidth needed for In-
ternet streaming of high-resolution 360◦ videos for eye-tracking VR
headsets.



Limitations

Despite yielding better metrics compared with other approaches, our
technique requires real-time server-side video processing for each view-
ing session. With this limitation in mind, we expect our technique to
be well suited for high-performance but low-bandwidth situations. For
instance, popular movies and videos can be cached in a nearby CDN
edge server and foveated for mobile VR video streaming to a wire-
less HMD. Recently, Google Stadia5 and Microsoft Project xCloud6

empower users to play video games on the cloud at a resolution up
to 4K at 60 FPS. As more virtual reality games debut on the market,
we expect foveated video streaming will become necessary for virtual
reality games to be played on these cloud services over existing and
upcoming network infrastructures.

While we have designed a full 360◦ video streaming pipeline to
demonstrate the applicability of our transformation, this implementa-
tion is not the primary contribution of this paper. Our pipeline lacks fea-
tures such as gaze prediction, rate adaptation, frame buffering, and other
system-level optimizations that would be required for a fully-featured
streaming service. As such, our evaluation focuses on comparing our
log-rectilinear transformation to the conventional log-polar transforma-
tion for video streaming rather than an extensive Quality of Experience
(QoE) evaluation against existing systems such as Flare [38]. Stan-
dardizing evaluations of 360◦ video streaming systems is an ongoing
challenge for multimedia systems researchers [1]. We leave the de-
velopment of a fully-featured production-grade video pipeline and the
QoE evaluation of the proposed pipeline for future work.

7 CONCLUSION

In this paper, we have presented a log-rectilinear transformation that
combines foveation, summed-area tables, and off-the-shelf video en-
coding to enable 360◦ foveated video streaming for eye-tracking VR
headsets. To evaluate our novel transformation, we have designed and
implemented a 360◦ foveated video streaming pipeline for the log-polar
and our log-rectilinear transformation. Our evaluation measuring the
quality, performance, and storage aspects shows that our log-rectilinear
transformation reduces flickering when paired with summed-area table
filtering.

In the future, we plan to extend our pipeline to further reduce artifacts
and improve quality for foveated video streaming. Incorporating gaze
prediction and viewport prediction [16, 37] would allow short-term
buffering on the client. Combining our transcoding technique with
previous work on pre-processed multi-resolution blocks [38] could lead
to reduced server load for 360◦ applications. Eye-dominance-guided
foveation [31] may be adapted for streaming stereo 360◦ video.

With the ever-increasing resolutions of VR headsets and 360◦ cam-
eras and the growing popularity of cloud-based gaming platforms as
well as extended-reality applications [7,8,27], we believe our novel log-
rectilinear transformation will make 360◦ VR content more immersive
and accessible for everyone.
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