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Fig. 1. (a) RetroSphere provides a low-power 6DoF tracking solution for AR glasses using an accompanying passive retroreflec-
tive stylus. (b) Users interact with 3D VR/AR user interfaces via RetroSphere enabled glasses and accompanying retroreflective
stylus. (c) RetroSphere can be used for writing or drawing on any surface, 3D free-form painting, and 3D menu controls.
(d) “RetroPen” is an AR Pencil prototype for seamless AR drawing experiences with RetroSphere enabled glasses. (e) Our
“RetroRing” prototype consists of two retroreflective finger rings: one worn on the index finger and the other worn on the
thumb. The two finger rings can be used together to interact with 3D user interfaces through finger gestures such as tap
and pinch. (f) We designed “RetroSense”, a RetroSphere integrated prototype for smart home sensing using retroreflective
markers.
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Advanced AR/VR headsets often have a dedicated depth sensor or multiple cameras, high processing power, and a high-
capacity battery to track hands or controllers. However, these approaches are not compatible with the small form factor
and limited thermal capacity of lightweight AR devices. In this paper, we present RetroSphere, a self-contained 6 degree of
freedom (6DoF) controller tracker that can be integrated with almost any device. RetroSphere tracks a passive controller
with just 3 retroreflective spheres using a stereo pair of mass-produced infrared blob trackers, each with its own infrared
LED emitters. As the sphere is completely passive, no electronics or recharging is required. Each object tracking camera
provides a tiny Arduino-compatible ESP32 microcontroller with the 2D position of the spheres. A lightweight stereo depth
estimation algorithm that runs on the ESP32 performs 6DoF tracking of the passive controller. Also, RetroSphere provides an
auto-calibration procedure to calibrate the stereo IR tracker setup. Our work builds upon Johnny Lee’s Wii remote hacks
and aims to enable a community of researchers, designers, and makers to use 3D input in their projects with affordable
off-the-shelf components. RetroSphere achieves a tracking accuracy of about 96.5% with errors as low as ~3.5 cm over a 100
cm tracking range, validated with ground truth 3D data obtained using a LIDAR camera while consuming around 400 mW.
We provide implementation details, evaluate the accuracy of our system, and demonstrate example applications, such as
mobile AR drawing, 3D measurement, etc. with our Retrosphere-enabled AR glass prototype.

CCS Concepts: « Human-centered computing — Interaction devices; Mobile devices; - Hardware — Sensor devices
and platforms.

Additional Key Words and Phrases: Retroreflectors, Augmented reality, Virtual reality, Infrared marker tracking, Augmented
reality glasses
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1 INTRODUCTION

In recent years, spatial interaction has become mainstream with support being provided by both Android and
i0S through their AR SDKs [6, 7, 32]. AR SDKs provide smartphones with access to perception tools to enable
interactive AR applications [31], such as measurement apps [? ], AR gaming apps [19], AR shopping apps [5],
and social media apps with built-in AR experiences [22]. Lightweight AR glasses are also being developed by
many companies [11, 13, 15] and research teams [49]. However, AR experiences supported by lightweight devices
don’t provide dedicated 3D input sensors, unlike most VR systems. For example, mobile AR applications usually
requires tracking visual features from either the environment or a fiducial marker using the rear-facing camera.
More sophisticated AR headsets, such as Microsoft HoloLens, have a dedicated depth sensor, a strong processor,
and high battery capacity to track a controller or hands in 3D [14, 58, 65]. In contrast, many VR systems have
active 6DoF controllers that allow for 6DoF tracking as well as buttons and joystick-based input. However, these
approaches utilize a significant amount of computation power, require a high battery capacity on the device, or
are large and unsuitable for use while engaging in everyday activities with future AR glasses. With the current
AR/VR trackers, power consumption arises from two crucial factors - (1) CPU executing the controller tracking
algorithm and (2) Camera hardware.

(1) CPU Power - Running a traditional camera continuously for 3D tracking requires the addition of compute-
intensive image processing pipelines running on the chips. For AR glasses, such as Ray-Ban Stories, Snap
Spectacles, Nreal, North, Vuzix Blade, or Google Glass, running these algorithms continuously would incur
a high CPU load and more quickly drain the battery of such lightweight devices. For instance, an ARM
CPU executing a simple OpenCV-based canny edge detection consumes around 870-1200 mW on the CPU
of an iPhone 8 Plus CPU (Apple A11 Bionic) and 1400 mW on an Odroid-XU3 board [38].

(2) Camera Power - There is also significant power consumption by the camera hardware in the smartphone
itself. In an earlier work [60], it has been shown that the power consumption of a Nexus 6 smartphone
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camera varies between 800 mW to 3000 mW depending on the image resolution and frame rate. LIDAR
scanners on smartphones and tablets used for depth sensing also consume substantial power. We found out
that the LIDAR scanner in the iPad Pro 12 consumes an average of 4000 mw.

In the future, we envision users interacting with their lightweight AR glasses or other 3D systems spontaneously
throughout the day, where 3D stylus interaction always runs in the background and becomes an always-available
input mechanism to turn on the display, invoke applications, point to objects in the real world, etc. Due to
form-factor constraints and limited thermal capacity, these devices will have very strict requirements concerning
high compute and power consumption with always-on RGB cameras.

In this paper, we present RetroSphere, a low-power and low-compute self-contained 6DoF tracker that can
provide spatial input on almost any device. Our work builds upon Johnny Lee’s Wii remote hacks [41] and aims to
enable a community of researchers, designers, and makers to integrate 3D input into their projects with affordable
off-the-shelf components. Similar to Lee’s Wii remote hacks, we make use of low-cost and mass-produced infrared
blob tracking cameras equipped with co-located infrared (IR) illuminators (consisting of 4 low-power IR LEDs) to
track a stylus-like controller with just 3 retroreflective spheres. We place the IR cameras in a stereo configuration,
allowing us to triangulate the exact 6DoF positioning of the target. The IR cameras directly output the 2D
coordinates of tracked IR illumination sources, while the 3D triangulation of the 2D points is processed on a
tiny, low-power ESP32 microcontroller. Using retroreflective markers allows our 3D tracking approach to be
integrated into devices of various form factors, such as a wand, pen, wristband, ring, or customized 3D-printed
objects. With AR glasses being the hope for the next wave of everyday tech devices, RetroSphere will enable
practitioners to make use of affordable off-the-shelf hardware components to support low-power and low-cost
3D input.

The main contributions of our work are:

e We present (1) RetroSphere - a self-contained low-power and low-compute 6DoF controller tracker and (2)
a passive/power-free stylus-like controller for providing low-cost 3D input in resource-constrained devices.
We open-source! our design which uses affordable, off-the-shelf hardware consisting of stereo infrared
trackers with co-located emitters, that can be prototyped, 3D-printed, and attached to any device, such as a
smartphone or AR Glasses for tracking passive pen-like stylus with three tiny retroreflective spheres.

e We present an automatic calibration technique for the stereo infrared trackers with the users randomly
waving their stylus in mid-air. In addition, we demonstrate how only three marker coordinates available
from stereo infrared trackers are enough to achieve an on-device, low-compute depth estimation algorithm
in RetroSphere. Using an on-device neural network-based occlusion correction technique, RetroSphere also
solves marker occlusion caused by our hands while operating the RetroSphere stylus.

e We evaluate our RetroSphere-enabled AR glasses prototype with 20 participants and find that RetroSphere
provides high-accuracy tracking with low errors of approximately 3.5% at depth estimation and 4.5% at
orientation against ground-truth 3D measurements from a commercial LIDAR sensor. We also evaluated
the impact of the various factors such as motion, hand movement speeds, lighting conditions and marker
occlusion on the performance of RetroSphere.

o We demonstrate a variety of mobile AR applications enabled by RetroSphere including in-situ 3D drawing,
3D user interfaces, and real-time 3D measurements. Finally, we demonstrate three use cases realized with
our RetroSphere hardware - (a) AR Pencil with pressure sensing, (b) RetroSphere finger attachments for UI
control in future AR glasses, and (c) monitoring smart-home appliances with RetroSphere.

IRetroSphere Project webpage - https://retrosphere.github.io/ and RetroSphere’s open source hardware design - https://github.com/
AnantaBalaji/RetroSphere
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2 BACKGROUND AND RELATED WORKS

In recent years, real-time spatial tracking of pen-like (3 to 6-DoF) controllers has been actively investigated for
providing more expressive interactions in VR and AR applications. VR and AR controller sensing approaches
can be broadly categorized into (a) camera-based, (b) electromagnetic, and (c) laser/MEMS-based tracking. We
summarize current state-of-the-art controller tracking techniques organized based on power consumption and
computational requirements in the sections below.

2.1 Camera-based Tracking

The most popular VR-controller tracking approach is to apply object tracking approaches to the image obtained
from RGB or infrared cameras. Leap Motion [33] uses a hand gesture recognition system with stereo infrared
cameras mounted on the head-mounted displays. Oculus Touch [17] uses a set of handheld input devices equipped
with a ring of infrared LEDs to allow for real-time 3D tracking. Since controllers are equipped with IR LEDs,
they can only run continuously for 37 hours [2]. Oculus Quest [16] and Rift make use of 4-5 cameras on the
head mounted display(HMD) to track points in the environment and infrared LEDs on the controllers. HTC Vive
Focus [8] makes use of a pair of VR controllers that can be tracked with cameras attached to the HMD display.
POL360 [37] is a universal motion controller that makes use of light polarization for 6DoF tracking. However, it
can only operate for 4 hours with a 1200 mAh battery. All the above-mentioned tracking hardware as well as
compute approaches require high power overhead and computational resources, thereby making them unsuitable
for resource-constrained AR devices.

Table 1. Comparison of RetroSphere against state-of-the-art 3D tracking approaches.

Power consumed

Is controller Computation involved Tracking Power

Tracking approach passive? ?]Zeeslifat\i(t’;]:zsnzn in tracking Form-factor range(cm) consumption(mW)
Leap Motion [33] No High High N/A 80 2500
Oculus Touch [17] No High High Handheld 300 N/A
POL360 [37] No High High Handheld 200 1270
Auraring [51] No Low Low Ring 10 75.64
Laser/MEMS tracking [46] No High High Simple Pen/stylus-like 100 1000
Pen-like with
ARPen [59] Yes High High dodecahedron 40 5000
markers
. . Pen-like with
DodecaPen [64] Yes High High cube markers 40 5000
RetroSphere Yes Low Very Low Simple Pen/stylus-like 100 400

In recent years, there have been a few techniques for real-time tracking of a controller with a mobile phone.
2D binary square fiducial trackers [47, 56] have become building blocks for many AR applications. The four
corners of markers can be recognized using a mobile phone camera and used to obtain the 6DoF position and
orientation. DodecaPen [64] leverages the aforementioned approach and makes use of a 3D-printed dodecahedron
pen with each side having a fiducial marker. However, DodecaPen can only work with a fixed camera. ARPen [59]
leverages a similar form factor as DodecaPen and uses Apple’s ARKit to track a cube of fiducial markers attached
to the end of the controller with a phone camera. ARPen only works well in scenarios where only very small
movements are involved. In addition, their tracking approach also involves heavy computation and would impose
high power consumption on the mobile phone. We compare RetroSphere against ARPen in section 4 and show
that RetroSphere achieves 10X power savings over ARPen. Ad hoc UI [31] learns features of everyday objects
on-the-fly with a phone camera and tracks their 6DoF poses, yet requiring higher compute than DodecaPen and
ARPen on the mobile device.
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2.2 Electromagnetic Controller Tracking

Lyons [44] demonstrated a DC 2D electromagnetic tracking approach with a Google Cardboard device. This
approach senses a permanent magnet with the help of a magnetometer and other smartphone sensors. Syn-
chroWatch [53] makes use of a permanent magnet attached to a thumb ring to identify finger gestures. AC
magnetic tracking systems have reported sub-millimeter level tracking accuracy [20] and can work for long
ranges of over 100 cm. They are used in current VR headsets such as Magic Leap and Razer Hydra. However,
these high-power systems have a battery life of only 10 hours [21]. Most recently, AuraRing [51] made use
of low-power short-range AC communications to precisely track a magnetic ring from a wristband. Although
Auraring only consumes 2.34mW on the ring controller and 73.3mW on the wrist tracking hardware, it can only
support distances of up to 10cm.

2.3 Laser/MEMS-based Controller Tracking

Laser imaging systems have been used for precise 3D sensing for tracking in VR/AR headsets. Milanovic’s laser
imager [46] makes use of a MEMS mirror scanning module to send low-power pulses within the field of view and
uses a single photodiode to measure the reflected light. However, laser imaging systems require a MEMS mirror
and a light source to be placed on the mobile phone to perform 3D tracking of the retroreflective controller. This
setup is very hard to achieve on a resource-constrained device.

All the above controller tracking approaches cannot provide low-power and low-compute 3D tracking. Table 1
compares our approach against state-of-art tracking approaches in terms of form-factor, power consumption,
amount of computation involved with tracking, tracking range and power consumption.

2.4 Infrared Camera-based Tracking

Energy-efficient infrared camera-based tracking has been extensively investigated in the past. Zsense [63] uses
infrared sensors and emitters arranged in specialized patterns to perform 2D gesture sensing with a low power
consumption of 60.2mW. Wavesense [62] performs hand tracking up to 20cm with infrared sensors and emitters
integrated into a commercial VR headset with just 69.7mW per second. RetroSphere draws inspiration from
Johnny Lee’s [41] projects on interaction techniques supported or enabled by the Wiimote infrared blob tracking
cameras. Johnny Lee made use of Nintendo Wii infrared cameras for highly interactive applications, such as
2D finger tracking, interactive whiteboard displays powered by an IR-emitting light pen, and head tracking for
desktop VR displays. Wiimote IR trackers have been shown to be effective at outdoor target positioning even
under extremely sunny weather conditions with the help of IR beacons with specially encoded patterns [43].

Rigid constellations of retroreflective spheres have been shown to provide effective 6DoF tracking with multi-
view infrared cameras [45]. De Amici et al. [25] propose a more affordable sub $1000 alternative to professional
motion tracking systems using multiple Wiimotes to track the 6DoF transform of retroreflective markers with an
average error of 5 mm. Scherfgen and Herpers [54] demonstrate that stereo calibration can be performed with a
reflective calibration board, while Petri¢ et al. [52] propose multi-camera calibration with a robotic arm. Kim
et al. [40] extend the capabilities described above with a pair of high-resolution infrared cameras to efficiently
estimate the depth of contours between retroreflective and regular materials.

While RetroSphere shares a similar stereo camera configuration, our work focuses on a lightweight software
and hardware architecture that is suited for mobile applications. We further demonstrate interactive real-time
use cases with AR application examples.

One major advantage of marker-based tracking approaches is the lack of electronics associated with the
controller. The controller can be a pen with just a retroreflective sphere. The other major advantage is that the
tracking approach only requires stereo infrared blob tracking cameras and a few IR LEDs for illuminating the
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Fig. 2. High-level overview of RetroSphere.

scene. This hardware setup reduces the computation significantly since the retroreflective marker detection and
tracking can be offloaded in a dedicated low-power microcontroller.

In our paper, we demonstrate RetroSphere. A 3D tracker, which makes use of an off-the-shelf attachment
for smartphones and AR glasses comprising of stereo infrared cameras equipped with infrared illuminators
(with only 4 infrared LEDs for each IR camera) to perform 6DoF tracking of a pen/stylus-like controller with
3 retroreflective spheres. Our approach completely gets rid of the computation overhead involved in the 6DoF
tracking of the controller since the entire computation required for 6DoF tracking can be completely done using
a low-power, tiny ESP32 microcontroller on the hardware attachment.

3 RETROSPHERE 6DOF TRACKING SOLUTION

The main design goals of RetroSphere are:

(1) Low-power tracking hardware - RetroSphere’s tracking hardware is designed for very low-power
consumption to always run in the background for continuous 3D tracking. In addition, the RetroSphere
stylus is completely passive and doesn’t require any power.

(2) Accurate 3D input - RetroSphere’s 3D tracking algorithm is built to achieve highly accurate 6DoF tracking
for 3D AR inputs.

(3) Ease of integration - RetroSphere is made with low-cost and affordable hardware components which can
be easily integrated into future AR glasses.

(4) DIY off-the-shelf hardware - RetroSphere is self-contained and can be easily mounted on existing AR
glasses or lightweight devices to provide cheap and accurate 3D input.

3.1 High-level Overview of RetroSphere

RetroSphere consists of a passive stylus-like controller with three retro-reflective spheres. The retroreflective
spheres, when illuminated with an infrared light source, reflect back the light in the same direction. An infrared
tracking camera placed near the infrared light source captures the reflected light from the retroreflective sphere
and identifies the 2D position of the spheres present in the RetroSphere controller. RetroSphere utilizes a stereo
infrared tracker setup - each equipped with an infrared scene illuminator. Fig. 2 shows a scene illuminated by
infrared LED emitters from the stereo infrared cameras and the retroreflective spheres captured in the left and
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Fig. 3. Example prototypes built with RetroSphere system. (a) A RetroSphere AR glasses prototype with sensors mounted on
a 3D-printed frame. (b) A user is wearing our RetroSphere glasses for tracking the 6DoF poses of the RetroSphere stylus. (c)
Our RetroSphere stylus consists of three retroreflective markers, forming an obtuse triangle, with each having a different
diameter.

the right infrared tracker image. As shown in Fig. 3(a), we attached RetroSphere to an AR Glass-like prototype.
The step-by-step workflow of RetroSphere, shown in Fig. 2, is explained as follows:

(1) The user performs 3D input with the RetroSphere stylus in their hand, while infrared LEDs around the
cameras illuminate the retroreflective spheres present in our RetroSphere stylus.

(2) The spheres reflect back the infrared illumination, which is captured by the infrared stereo tracking cameras.

(3) The 2D coordinates of the three spheres are estimated by each camera and sent to the ESP32 microcontroller
via 12C.

(4) The 2D coordinates of the three spheres from the left and right cameras are matched on the microcontroller.

(5) Our simple depth estimation approach running on an ESP32 microcontroller (explained in section 3.3)
triangulates the 3D position (x, y, z) of each sphere on the stylus based on their 2D positions.

(6) Once the 3D positions of all three retroreflective spheres are estimated, we can calculate the 6DoF orientation
of the stylus making use of the geometry in which the spheres are placed at the stylus.

The 6DOoF tracked RetroSphere stylus can be used in combination with AR SDKs, such as Unity3D, ARCore
SDK [6], or ARKit XR [4] to drive highly interactive AR applications on resource-constrained smartphones or AR
glasses.

3.2 Hardware Details of RetroSphere

3.2.1 RetroSphere hardware. Fig. 3(a) shows the prototype of our Retrosphere-enabled AR glass prototype.
RetroSphere uses Stereo PixArt PAJ7025R3 infrared blob tracking cameras [18] which have a very low active
current consumption of 6 mA, high object tracking resolution of 4096 x 4096, and can track up to 16 IR objects
at a time. The IR trackers support a maximum sampling rate of 200Hz. However, we sample the IR trackers at
100Hz to save power. We ran an initial study and varied the distance between the trackers from 5cm to 15cm in
steps of 1cm and found that both the IR trackers observe all three markers in the Retroreflective stylus reliably
between 5cm - 13cm. For distances above 13cm, a few markers were unobserved in either of the cameras and this
would greatly affect the performance of our 6DoF tracking algorithm. The IR trackers in our AR glass prototype
were separated by a distance of 10 cm. The infrared emitters consist of a circular array of four Optek OP294 [3]
infrared LEDs with low current consumption of only 5 mA. Our prototype uses an ESP32 microcontroller [10]
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with 512 KB of RAM to perform on-device 6DOF tracking of our RetroSphere stylus. The device is powered via a
1300mAh LiPo battery. The infrared tracking cameras are connected to the ESP32 via I12C ports and powered
through 3.3V output from ESP32. The infrared emitters are also powered through the 5V output from ESP32. The
AR glass prototype is 14.5 X 5.05 X 11cm in dimensions and weighs 62 grams.

3.2.2  RetroSphere stylus. The RetroSphere stylus shown in Fig. 3(c) consists of three retroreflective spherical
markers (A, B, C) with diameters 10mm, 6mm and 8mm respectively. The stylus is 15cm in length and the distance
between A to B (d2) is 5cm and the distance between B to C (d3) is 10cm. The spheres are arranged in the shape
of an obtuse triangle. The retroreflective markers are available in diameters of 4mm to 19mm. However, we
considered only the four smallest diameters - 4, 6, 8, and 10mm to achieve a smaller form factor. The authors
conducted an empirical study that evaluated multiple configurations of marker diameters by varying the size of
the markers A, B, and C in the stylus. For each diameter configuration, the 3D tracking accuracy of RetroSphere
was measured and the best diameter configuration was chosen as shown in Fig. 5(a). Similarly, the distances
between the markers d1, d2, and d3 were chosen through trials to achieve better 6DoF tracking. Although IR
trackers in RetroSphere can track retroreflective markers irrespective of diameters, the 6DoF estimation pipeline
used in RetroSphere utilizes the geometry of the marker positioning to achieve higher tracking accuracies.

3.3 Infrared LED Positioning

In our prototype, we chose to use a circular infrared LED array emitter for illumination since circular LED arrays
provide more uniform illumination and a better field-of-view. Here, the field-of-view represents the diagonal
dimensions of the measurement field observed by the infrared trackers in the stylus plane. RetroSphere uses
fixed IR LED illumination (5mA LED current) and doesn’t require special lighting patterns. For determining the
number of LEDs required in each infrared emitter array, we arranged eight infrared LEDs in a circular pattern
and calculated the approximate field-of-view achieved by the infrared LEDs by switching them on one by one.
Fig. 5(b) shows how the field-of-view obtained increases with the number of LEDs. With four infrared LEDs, we
achieve our desired field-of-view of 120 degrees which is enough to capture 3D user interactions for smartphone
applications. Since the number of IR LEDs also directly affects the power consumption of the device, we choose
four LEDs to achieve a satisfactory trade-off between the field-of-view and the power consumption. Fig. 4 shows
our final IR LED emitter design in which our infrared LEDs are separated from each other by 90 degrees and
achieve a field-of-view of 120 degrees. Each of our IR LEDs is driven by a forward current of 5 mA and can
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illuminate our retroreflective controller up to a distance of 120cm. A distance of 1 meter is enough for user
interactions with a controller since the average human arm length is only 63.5 cm and ranges between 40cm to
105cm [12].

3.4 RetroSphere 6DoF Tracking Algorithm
The 6DoF tracking approach used in RetroSphere consists of three stages as follows:

(1) An automatic calibration procedure for calibrating the stereo infrared camera setup.

(2) A simple stereo depth estimation approach to compute the 3D position of the three retroreflective spheres
present in the stylus.

(3) A 6DOF estimation algorithm to estimate the orientation of RetroSphere stylus.

3.4.1  Automatic Calibration Procedure. For calibrating the stereo infrared cameras, the most well-known solution
would be to use the canonical chessboard pattern-based calibration [26]. However, such a calibration setup is
quite cumbersome for novice users to replicate when a calibration drift occurs. Thus, RetroSphere adopts an
automatic calibration procedure from Wang et al. [61], in which the stereo camera setup is calibrated when the
RetroSphere stylus is waved in mid-air for 30 seconds. If in a stereo camera setup, both cameras synchronously
observe a 1D object (e.g., a stylus) undergoing at least 6 times general motions, the intrinsic parameters and
the relative pose of both the cameras can be calibrated [61]. The original automatic calibration [61] has been
designed for RGB cameras and a stylus with three collinear markers on the same straight line. We developed a
modified version of the automatic calibration procedure [61] which makes use of just the 3 marker coordinates as
well as geometrically non-collinear marker positions locations in our stylus. Fig. 7 shows the high-level overview
of our automatic calibration procedure. The steps involved in the calibration procedure are summarized below:
(a) Waving the stylus in mid-air for 30 seconds The user waves the stylus in mid-air for 30 seconds, as the
ESP32 continuously observes the 2D positions of three collinear retro-reflective spherical markers (A, B, C) of the
RetroSphere stylus from both left and right IR tracking cameras.

(b) RetroSphere camera model - As shown in Fig. 6 representing the standard pinhole camera model of our
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RetroSphere hardware, the controller is shown as the line segment ABC (Lapc) with the 2D and 3D marker
locations represented as [x, y]” and [X, Y, Z]T respectively.

Let a, b, ¢ represent the 3 marker locations of the retroreflective controller being captured by the infrared
cameras. Given the image points {a;j, b;j, ¢;j |j = 1,2,...n,i = L, R} of the retroreflective controller from the left
and right infrared trackers under the i*" image frame. Our calibration algorithm aims to compute the metric
projection matrix under the left camera coordinate system as follows:

{Pie) = Ki|Ry[tr

(1)
Pl(f) = Kr|Rg|tr

The left and right camera matrices can be obtained linearly. Firstly, the vanishing points of the markers in the
controller are computed. We then compute the infinite homographies between the cameras. Using the infinite
homographies, the affine projection matrix and the metric projection matrix can be computed. Unlike existing
calibration methods, this method does not require a calibrated base camera and can be done automatically without
the need for a calibration board or object.

(c) Affine calibration - As the user waves the stylus in mid-air for 30 seconds, the correspondence of the image
points {a;j, bij, cij |j = 1,2, ...n,i = L, R} can be established by identifying the unique marker size for each marker
in our retroreflective stylus. As we know the geometry of the retroreflective stylus, the vanishing points(v; ;) of
the line Lypc in both left and right cameras can be obtained. The simple ratio of the marker positions A, B, and C
is given by,

simple(A;, By, Cj) = dy/d, (2)

where d; = ||A—C]|| and d; = ||B— C||. The cross ratio of the points {Aj, B;, C;, Vjoo} is also d; /d, where Vi is the
infinite point of line ABC. Since the perspective transformation preserves the cross ratio, the vanishing points
can be obtained from the linear constraints on v;; as follows:

cross(Aj, B, Cj, Vi) = di/d ®)

The homographies and the image points can be obtained from the image point correspondence between
vanishing points and the infinite homographies. With the homographies and the image points, the projective
reconstruction of the 2D points and the camera can be easily computed using the technique of projective re-
construction with planes. Solving the affine camera matrices computed with homographies provides the affine

reconstruction of the 2D marker locations {Aj(a), Bj(a) , Cj<a) }

(d) Metric calibration - The affine projection matrix is used to compute the metric projection matrices. The
metric reconstruction of the image points can be solved to compute Ky, the intrinsic parameter of the left infrared
camera.

As we already know that ||Aj(e) - Cj(e)

obtaining Kj as follows:

_ o k© _ @
—dl,“Bj !

= d,, we can obtain the linear constraints for

T
(cf” - A) B (cf” - A = a2
J J J J 1
@ _p@\ = (~@ _p@) _ 2 )
(ci”-B{) @ (c}” -B") =d:

where @ = K; 'K, !. We can obtain @ from solving 18 and K is obtained from the Cholesky decomposition of
@ ! From Ko (KL), we can obtain the intrinsic parameters Kg, the rotation matrices, and translation matrices
using QR decomposition of the metric projection matrix(10).
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Sphere. pipeline.

In our current prototype, we make use of the button on ESP32 to begin a calibration session of 30 seconds
during which the user waves the RetroSphere stylus in mid-air while they are holding their head still. The
automatic calibration procedure achieves an average RMS re-projection error of ~ 1.4 pixels for a 4096 x 4096 IR
tracker resolution.

3.4.2 Stereo Depth Estimation Pipeline. Fig. 8 shows a high-level overview of our stereo depth estimation pipeline.
Firstly, the left and right infrared cameras capture the 2D position of the three retroreflective spheres (A, B, C)
present in the stylus with respect to their own camera planes denoted by (Xiefs, Yieft) and (xright, Uright) respectively
for each marker. For each marker, the IR trackers provide both the 2D coordinates as well as the size of the marker.
Since each marker is of a different diameter, the size parameter of each detected marker in the IR tracker helps to
successfully match correspondences between each marker.

For each pair of matched markers, (Xieft, Yieft) and (Xright, Yright) are undistorted with the help of optimal
camera matrix and camera intrinsic parameters obtained from stereo camera calibration. Since there is point
correspondence between the two coordinates (Xieft, Yett) and (Xight, Yright), We directly compute disparity between
2D coordinates of the each retroreflective sphere in the left and right infrared camera. The disparity d is computed
as the sum of absolute differences between the two coordinates,

d = ||xteft — Xrighe|| + ||tree — Yrignt| 5)

Once the disparity is obtained, we compute the 3D position of each marker using the following perspective
projection equation [35]:

10 o ol [x
o1 o oY =]y (6)
00 1/f 0 i z/f

Z=f.B/d )

where f is the focal length obtained from camera calibration (in pixels), B is the baseline separation between the
stereo cameras (in centimeters) and d is the disparity (in pixels). Using the above equations, the disparity can be
reprojected back to real-world 3D point (x, y, z). Our depth estimation procedure requires very little compute and
can be easily implemented and run on a tiny microcontroller, such as ESP32. At the end of our depth estimation
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procedure, we will obtain the 3D positions of all the three retroreflective spheres present in our RetroSphere
stylus.

3.4.3 Kalman filtering of raw depth values. RetroSphere is designed for user interaction with a smartphone
or lightweight AR glasses in which the user is always very close to the infrared cameras. For smooth 3D user
interaction, unpredictable jitter caused by sensor noise and depth estimation errors is not desired. Therefore,
we filter the raw depth values with a Kalman filter [42], which has been shown to perform well for depth
stabilization [23]. Kalman filter works by recursively predicting the next z-value state and correcting it with only
the present z-value and a previously measured estimate of the z-value. It does not require any additional history
of the system and can run faster in real-time. The Kalman filter further smoothens the depth assuming that the

3D positions
after kalman filtering

3D positions before
kalman filtering

Fig. 9. 3D positions of our controller before and after Kalman filtering of depth values.

depth of the retroreflective stylus changes slightly between two successive frames. Figure 9 shows a 3D plot of
our RetroSphere stylus before and after Kalman filtering. We find that the Kalman filter smoothens the depth
value and improves the visualization of our stylus movements.

3.4.4 Estimating 6Dof Orientation of the RetroSphere Stylus. From the stereo depth estimation pipeline, we obtain
the reconstructed 3D positions of all three retroreflective markers (A, B, C) present in the RetroSphere stylus.
We need to measure the rotation and translation matrices to perform 6DoF tracking of the stylus. Theoretically,
we know that at least three corresponding marker pairs (an object marker and the corresponding reconstructed
marker) must be known for the successful determination of the rotation. In the RetroSphere Stylus, we have
3D positions of exactly three markers thereby aiding in easier 6DoF tracking. The reconstructed markers are
then matched with their corresponding object markers using the size as well as the triangular geometry of the
markers (A, B,C) in the RetroSphere stylus. We compute the rotation (R) and translation (t) matrices from the
three marker positions(real-world coordinate frame) and compare them with the object markers (coordinate
frame of the stylus). If for every marker pair

llyi — (Rx; + t)|| < tolerance, Vi € {1,2,3}, (8)

then the determined transformation parameters are correct and the 6DoF pose of the RetroSphere stylus could be
successfully determined. Here, y; refers to the 3D position of iy, marker and x; refers to position of the the iy
object marker.

3.5 Neural Network-based Occlusion Correction

With traditional triangulation, all three retroreflective markers must be in view of each camera to estimate
the 6DoF orientation of the controller. If even a single marker position is missing due to hand occlusion, the
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Fig. 10. Neural network-based occlusion prevention algorithm for estimating the 3D coordinates of markers being occluded
by hand.

triangulation algorithms would not be able to provide the 6DoF orientation. As RetroSphere relies on small
retroreflective markers, individual markers can be briefly occluded while operating RetroSphere. To enable
seamless triangulation, we develop a neural network-based occlusion correction procedure.

The RetroSphere stylus is designed in a way that the outer marker facing the AR glasses can never be occluded.
RetroSphere stylus is meant to be used with only one hand like other AR/VR controllers. Under this assumption,
there are only cases of marker occlusion to be handled - (a) A single marker is occluded and (b) Two markers
are being occluded. We employ a lightweight neural network-based 3D coordinate estimation approach for the
occluded 3D markers. Since the geometrical relationship between the markers is well established in our approach,
neural networks can very well estimate the 3D coordinates of the occluded markers from the observed/unoccluded
markers. Our occlusion correction approach does not support occlusions caused by both hands since our stylus
is only meant for single-handed usage. The details of the occlusion correction approach (see Fig. 10) used in
RetroSphere are summarized below:

(1) The AR glasses integrated with RetroSphere hardware capture the marker positions and find how many
markers are observed in the frame.

(2) If all the three markers are visible, there is no occlusion and the 3D coordinates of all the markers are
estimated using our stereo depth estimation pipeline. From the 3D coordinates of the markers, the 6DoF
orientation of the stylus can be estimated.

(3) If only two markers are visible, a single marker has been occluded and the 3D coordinates of the
two observed markers are estimated using the stereo depth estimation pipeline. We then pass the 3D
coordinates of the two observed markers along with their marker IDs to a neural network that estimates the
3D coordinates of the occluded marker. As shown in Fig. 3 (c), the smallest marker (B) is in the middle, the
next smallest marker (C) is farther from marker (B) and the larger marker (A) is closer to marker (B). Since
we know the 3D coordinates of the two observed markers - (1) If the ratio between the pixel area of the
markers is greater than 4, we identify the bigger marker as marker (A) and the smaller marker as marker
(C). (2) If the ratio between the pixel area of the markers is between 2 and 3, we identify the bigger marker
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as marker (C) and the smaller marker as marker (B). (3) If the ratio between the pixel area of the markers is
lesser than 2, we identify the bigger marker as marker (A) and the smaller marker as marker(B). The pixel
area thresholds were estimated empirically based on observing the marker coordinates at multiple depths.
We use a two-layer fully connected neural network with 128 neurons and 64 neurons. Both the hidden
layers use the sigmoid activation function. For the output layer, we employed a linear activation function.

(4) If only one marker is visible, two markers have been occluded and the 3D coordinates of the observed
marker are estimated. Given two observed markers, we only need their 3D coordinates to estimate the
position of the third marker since the geometry of the RetroSphere stylus allows neural networks to decode
the position of the single occluded marker. On the other hand, the same cannot be valid for two occluded
marKkers, since it is hard to estimate the 3D position of the unoccluded markers from the 3D position of a
single marker. However, we know the 3D coordinates of markers from the previous time frames and thus,
make use of it to predict the projectile of the hand movements to estimate the 3D coordinates of the two
occluded markers. We compute the distance between the 3D coordinates of the observed marker and the
3D coordinates of all three markers observed in the previous frame. The marker ID of the closest marker in
the previous frame is assigned to the observed marker since the position of the markers doesn’t change
significantly between frames owing to the fact that human hand movement speed [27] is much slower than
the sampling rate(100Hz) of the PixArt IR tracker. Therefore, we pass the 3D coordinates of the observed
marker along with its marker ID and the 3D coordinates of all 3 markers for the previous 5 seconds to a
neural network that estimates the 3D coordinates of the two occluded markers. We used a two-layer fully
connected neural network with 256 neurons and 128 neurons. Both the hidden layers used the sigmoid
activation function. For the output layer, we employed a linear activation function.

Training Details - For training both of our neural networks, we collected real-time data from 15 participants.
Each participant was asked to wear our RetroSphere-enabled AR glasses mockup and randomly wave the stylus
in mid-air for 10 minutes. The 3D coordinates of the markers estimated by the RetroSphere stylus in each frame
were sent via Bluetooth to a PC. The data from 10 participants were used to train the neural network and the
data from the remaining 5 participants were used for testing its accuracy. We discarded all the time frames where
markers were missing. The participants recruited for this study were not invited for subsequent evaluations in
section 4.1.1.

For training the neural network for correcting single marker occlusion, we randomly dropped one of the
markers in each 3D coordinate and passed it as input to the neural network. The maximum occlusion duration
was 69s and 72s in the training and test data respectively. The input and output pairs will be the 3D coordinates of
the two markers along with their marker IDs and the corresponding 3D coordinate of the dropped marker. During
testing, we found out that our neural network model obtained 98.2%,98.6%, and 97.4% accuracy in predicting the
X, Y, Z coordinates respectively of the occluded/dropped marker. For training the neural network for handling
two marker occlusion, we randomly dropped two of the markers in each 3D coordinate and passed them as input
to the neural network. The input and output pairs will be [3D coordinates of the marker along with its marker
ID + 3D coordinates of all 3 markers from the image frames from the previous 5 seconds, the corresponding 3D
coordinates of the two dropped markers]. During testing, we found out that our neural network model obtained
95.2%, 95.6%, and 94.2% accuracy in predicting the X)Y,Z coordinates respectively of the occluded/dropped
markers. The models were trained offline using TensorFlow and the trained models were deployed on an ESP32
microcontroller using the TF-Lite library to perform online neural network inference. The high efficiency of our
occlusion correction approach is demonstrated against ground truth LIDAR data in section 4.

It is very evident that the compute involved in RetroSphere’s 6DoF tracking solution is very sparse and thereby
takes only 15 ms (achieving a 66 FPS 6DoF tracking) to run on an ESP32 microcontroller, achieving a low latency
desirable for an AR 3D input.
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Fig. 11. Experimental setup of RetroSphere-enabled glasses-like prototype attached with an Intel L515 LIDAR sensor for
ground truth 3D measurements.

4 RESULTS AND EVALUATION
4.1 Tracking Accuracy

4.1.1  Evaluation Procedure. We evaluate the tracking accuracy of RetroSphere using data collected from users
who we invited to try our RetroSphere-enabled AR glasses prototype. We do this to provide a practical estimate
of RetroSphere’s performance under real-world conditions involving different head sizes, flexibility, and changes
in environmental factors. We recruited 20 participants (11 M, 4 F) with different head sizes to wear our AR
glasses prototype while relaxing in a room to interact with a Unity-based 6DoF visualizer on the monitor.
The head circumferences of the participants ranged between 55-62 cm and our AR glasses mockup fit all the
participants comfortably. The hand length ranged between 61-99 cm with an average hand length of 65 cm. Five
recruited participants had hand lengths greater than 90 cm. The AR glasses mockup was calibrated once using
our auto-calibration procedure before the experiments and the participants were not required to calibrate the AR
glasses.

Fig. 11 shows our experimental setup in which the user is wearing RetroSphere-enabled AR glasses and a small
Intel L515 LIDAR (weighing 360g), which provides the required ground truth 3D information of the retroreflective
controller to evaluate RetroSphere. The AR glasses prototype in Fig. 11 is slightly modified from the actual
prototype in Fig. 3(a) to make sure the LIDAR sensors can be held firmly on the prototype. The distance between
the IR trackers is still kept at 10cm to be similar to the actual prototype. The LIDAR Camera is placed on the
same vertical axis as the AR glasses with our RetroSphere cameras. We used a combination of blu tac and glue to
secure the LIDAR sensor on our modified glass prototype.

The data collection was carried out for 15 minutes with each participant. To ensure there is sufficient battery life,
the AR glasses were powered with a 1300 mAh LiPo battery. The participants were asked to naturally move their
controllers for the first 5 minutes while being explicitly asked to reach the maximum possible distance between
the AR Glasses on their heads and the controller on their hands. During the remaining 10 minutes, participants
spent 3 minutes on the 3D user interface application (Fig. 22(d)), 3 minutes on the drawing application ( Fig. 22(a)),
and 4 minutes on the mid-air visualization application (Fig. 22(c)). After the data collection, the participants also
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Table 2. The average position and orientation error Table 3. Depth-sensing accuracy of RetroSphere against
among the 20 participants. state-of-art 3D input tracking.
6DoF Mean 6DoF Mean Depth sensing
Parameters error | Parameters error controllers Average error
X (mm) 3.2 Pitch (deg) 4.65 Kinect [39] 1% (4 cm)
Y (mm) 43 Yaw (deg) 6.95 Magic L
Z (mm) 12 Roll (deg) 485 agic Leap [24] 1% (5 cm)
Position tracki Intel RealSense D435 [9] 2 mm
osition tracking ¢ 5 POL360 [37] 0.691 cm
error (mm) Ocul
Orientation tracking culus Quest [55] 3.5 mm
error (deg) >.85 RetroSphere 2.4% (~1.2 cm)
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Fig. 12. CDF of 6DoF position of the controller based on data from 20 participants. The dotted lines represent the mean error
in this graph.

tried out mid-air drawing with the AR glasses prototype for 5 minutes in three different environments - (1) an
indoor environment with natural lights on, (2) an outdoor environment while standing/sitting, and walking, and
(3) a dark room with lights off. During this time, the ground-truth 6DoF pose of the controller estimated from
the LIDAR and the 6DoF pose of the controller measured by RetroSphere was recorded by a Python program.
Altogether, this resulted in 3.5 hours of synchronized 6DoF tracking measurements of the ground truth LIDAR
and RetroSphere.

4.1.2  Results. « Mean errors : We compared the 6DoF controller tracking accuracy of RetroSphere against the
ground truth 6DoF pose obtained from the Intel L515 LIDAR. Table 2 shows the average 6DoF tracking errors of
RetroSphere against ground truth 6DoF measurements. Positional tracking error is the euclidean distance between
(x,y, z) measurements from ground truth and RetroSphere whereas Orientation tracking error is the euclidean
distance between rotation matrices from ground truth and RetroSphere. The results show that RetroSphere has a
mean error of 18.5 mm and 5.85 degrees for position and orientation respectively. Depth(Z) errors are higher
than the X, and Y errors since the IR trackers are known for accurate tracking of 2D coordinates of the markers.
On the other hand, depth tracking accuracy heavily depends on our low compute depth estimation pipeline. The
orientation errors are slightly higher because the RetroSphere stylus uses only three retroreflective markers to
estimate orientation.
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Fig. 13. CDF of position and rotation errors of the controller based on data from 20 participants. The dotted lines represent
the mean error in this graph.
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dinates between RetroSphere and LIDAR ground truth Fig. 15. Box-plots of depth errors against ground truth

measurements based on data from 20 participants. depth measurements from LIDAR based on data from
20 participants.

o CDF of errors : The complete error distribution of the 6DoF parameters (x, y, z, roll, pitch, yaw) using data
aggregated from all 20 participants is expressed using a cumulative distribution function shown in Fig. 12. Fig. 13
shows the cumulative distribution of position and orientation errors The CDF shows that the mean position and
orientation tracking error of RetroSphere is very small and well within the acceptable range.

e Depth errors: RetroSphere also performs very well at depth (z) estimation. Fig. 15 shows the box plot of depth
errors in RetroSphere against ground truth depth measurements ranging from 0 to 100cm. We observe that the
errors increase somewhat linearly, indicating that RetroSphere performs almost equally across the full sensing
range of 0 to 100cm. We found that the average depth error ranged between 1.5-2.5% - with a worst-case error of
55mm (5.5%) and a mean error of 22mm (2.2%) at the maximum depth of 100 cm.

¢ Positional tracking error: Fig. 14 expresses the positional tracking error as a function of the ground truth
depth (Z). We see that the positional tracking error also increases linearly as the depth. This finding reaffirms
that RetroSphere performs equally across the full sensing range of 0-100 cm. In addition, Fig. 14 helps developers
choose a minimum size for buttons, sliders, dropdowns, or objects based on the desired depth in the 3D virtual Ul
to prevent any failure while interacting with the RetroSphere controller.

¢ Relative motion tracking: Although tracking accuracy is a very significant metric of RetroSphere’s perfor-
mance, it is also important for RetroSphere to track relative motion especially when RetroSphere is being used as
an input device. Fig. 16 shows the ground truth and the estimated position of the controller over a time window
of 3 minutes for two different participants. The data of participant 1 on the left has a mean position tracking error
of 3.3 mm whereas the data of participant 2 on the right has a slightly higher position tracking error of 4.6 mm.
Although the errors are slightly higher for participant 2, we can still observe that the relative motion tracked
by RetroSphere still aligns extremely well with the ground truth measurements. We also visualized random
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Fig. 16. Comparison of 3D positional tracking between RetroSphere and ground truth LIDAR for three minutes by two
different participants.
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Fig. 17. CDF of 6DoF position of the controller from frames where occlusion has occurred. The dotted lines represent the
mean error in this graph.

mid-air movements with the RetroSphere stylus made by a single participant. Fig. 21 shows 3D plots of four of
the mid-air interactions (made by a single participant) measured by LIDAR and RetroSphere. We observe that 3D
data obtained from RetroSphere has very high correspondence with the 3D coordinates obtained from LIDAR.
o Efficieny of neural network-based occlusion correction : To demonstrate the efficiency of our occlusion
prevention algorithm, we detected all the frames from RetroSphere where one or more markers were occluded.
We found out that approximately 5% of the data collected from our user study had one or two markers occluded
by hand occlusion. We then compared the 6DoF position/orientation estimated by our neural network-based
occlusion correction approach against ground truth LIDAR measurements for all the frames where occlusion had
occurred. Fig. 17 shows the CDF of errors for all the 6DoF parameters estimated by our neural network-based
occlusion correction approach. We see that the mean errors being observed in the CDF are very similar to the CDF
of errors obtained with all the data as shown in Fig. 12. We found a maximum and average occlusion duration of
75s and 25s respectively, in the collected data. The 3D positional tracking accuracies were around 90-95% with an
occlusion duration of 55s. However, the accuracy dropped to 88-93% and 86-91% for occlusion duration between
55-67s and 67-75s respectively. Although our occlusion correction approach can still guarantee better accuracies
at longer occlusion duration, the residual errors from the previous frames slightly reduce the accuracy under
longer occlusion durations.
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Fig. 18. CDF of Depth(z), position and orientation errors of the controller under various environmental conditions for 20
participants. The dotted lines represent the mean error in this graph. (a) Stationary vs. walking (b) Indoor vs. outdoor and
(c)Lights on vs. Dark room.

o Effect of environmental changes on RetroSphere’s tracking accuracy: To study the accuracy of Ret-
roSphere’s tracking under varying environments, we collected data from all the 20 participants under four
conditions: (1) an indoor room with lights on (Indoor/Lights on), (2) an outdoor location while sitting/standing
(Stationary), (3) an outdoor location while walking (Walking/Outdoor) and (4) a dark room with lights off (Dark
room). Figure 18 shows the CDF of position and orientation errors of 6DoF parameters estimated by RetroSphere
against ground truth LIDAR measurements under all four environments considered in our user study. We can ob-
serve that the CDF is similar for all four environments. RetroSphere works well in both stationary indoor/outdoor
environments as well as moving environments.

e Effect of lighting conditions: To demonstrate the efficiency of RetroSphere’s tracking accuracy under
varying lighting conditions, we collected data from 10 participants. Each participant used RetroSphere under
five conditions for five minutes each: (1) dark indoor room at night (= 35 lux), (2) dim indoor room with lights
off in evenings(~ 300 lux), (3) bright indoor room with lights on (= 950 lux), (4) dim outdoors in the evening
(= 7400 lux) and (5) bright outdoors during the noon (= 64000 lux). The light intensities were measured using the
ambient light sensor using a Google Pixel 3 XL phone. Fig. 19 shows the CDF of position and orientation errors
of 6DoF parameters estimated by RetroSphere against ground truth LIDAR measurements under all five lighting
conditions considered in our user study. We observe that the CDFs are very similar for all five lighting conditions
indicating the robustness of IR cameras under various lighting conditions.

o Effect of hand movement velocities: To study the accuracy of RetroSphere’s tracking under different
hand movement speeds, we collected data from 10 participants for 5 minutes. During data collection, we asked
the participants to hold the RetroSphere stylus and move their hands - beginning with slow hand speed and
steadily progressing towards their maximum hand speed. The participants were asked to wear an Empatica E4
wristwatch to collect IMU data from which ground truth hand velocities can be estimated. The hand speeds
ranged from 0.1-1.5m/s. Figure 20 shows the CDF of position and orientation errors of 6DoF parameters estimated
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Fig. 19. CDF of position and orientation errors of the controller under various lighting conditions for 10 participants.
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Fig. 20. CDF of position and orientation errors of the controller under various hand velocities for 10 participants.

by RetroSphere against ground truth LIDAR measurements under different hand movement speeds. This is due

to the fact that the 66 FPS tracking rate of RetroSphere is faster than the hand movement speed.

e Maximum tracking range supported by RetroSphere: We placed the RetroSphere glasses frames stationary
on the desk and kept moving the stylus away from the RetroSphere glasses to identify the maximum tracking
distance. We found that the maximum tracking distance currently supported by RetroSphere stylus is up to 150cm.
After moving the stylus beyond 150cm, the IR trackers were unable to track the markers since the IR illumination

provided by the IR LEDs is lost at longer distances.

4.2 Comparison of RetroSphere Depth Errors against State-of-the-art AR/VR Controllers

Table 3 shows RetroSphere’s depth errors against depth errors obtained from state-of-the-art AR/VR controllers.
Although the depth errors of RetroSphere may be slightly higher than those of other state-of-the-art VR/AR con-
trollers, RetroSphere consumes very little power and can be easily retrofitted to lightweight devices. Kinect [39]
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Fig. 21. 3D points cloud captured with RetroSphere and Intel RealSense LiDAR L515 (ground truth).

uses an infrared laser projector to measure depth with structured light patterns incurring a high power con-
sumption of 5 Watts. Magic Leap [24] has a dedicated depth sensor and infrared emitters resulting in high
power consumption. The Intel RealSense Depth Camera [9] consumes around 3.5W. The light source required for
POL360 [37] would impose a 1 Watt power overhead. Hand tracking in Oculus Quest [55] supports only a battery
life of 2 hours. On the other hand, RetroSphere achieves an average depth error of as low as 1.2 cm (2.4%) over a
tracking range of 100 cm while consuming only 400mW. This includes the power consumption of the tracking
cameras, IR LEDs, and the microcontroller.

4.3 Latency and Power Consumption of RetroSphere

The RetroSphere controller is completely passive and free of any electronics, while the smartphone sensor
attachment is powered through 5V USB output. RetroSphere has three main components. The power consumption
is as follows:
(1) Stereo infrared illuminators, each with 4 IR LEDs. OP294 IR LEDs consume around 5 mA. In total, eight IR
LEDs consume around 40 mA.
(2) Stereo Pixart PAJ7025R3 infrared tracking cameras consume about 8 mA with each camera having a current
consumption of 4 mA@200Hz.
(3) ESP32 microcontroller consumes ~30 mA @ 80MHz.
e Power : We measured the power consumption of RetroSphere using a Monsoon power monitor. RetroSphere
consumes 80 mA during operation and 2 mA during the idle state. During the idle state, the ESP32 goes into a
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Table 4. Comparison of RetroSphere and ARPen in terms of power and latency. RetroSphere is at least 10X power-efficient
and 1.5X faster than ARPen.

Power Consumption (mW) Latency (ms)
Input Resolution | Power | Mask kernel | Power | Input Resolution | Latency | Mask kernel | Latency
(Megapixels) (mW) | pixel width | (mW) (Megapixels) (ms) pixel width (ms)
0.2 4200 2 4200 0.2 22 2 22
Dodecapen / ARPen ' (10X) (10X) i

4800 4325

0.4 (12X) 4 (11X) 0.4 29 4 26
5000 4500

0.6 (125%) 6 (11X) 0.6 36 6 29
5400 4600

0.8 (13.5%) 8 (11.5%) 0.8 42 8 34
5600 4800

1.0 (14X) 10 (12%) 1.0 48 10 38

RetroSphere Idle Mode 0 15
Active mode 400

light sleep with an average current consumption of 0.8 mA. Therefore, RetroSphere only consumes 80 mA X 5
Volts = 400 mW during operation and can be easily used as an off-the-shelf hardware attachment for lightweight
AR devices.

RetroSphere consumes very little power compared to the mainstream commercial VR headsets. As for passive

3D input solutions for smartphones, Dodecapen [64] and ARPen [59] achieve the state-of-art performances.
However, ARPen requires a smartphone camera and associated image processing compute for tracking a pen-like
stylus with cubic fiducial markers. To estimate the power consumption of ARPen, we ran the open-source ARPen
application on an iPhone 12 and measured only the power consumed by the smartphone’s CPU and camera for
ARPen tracking under different tracking configurations. Table 4 shows that RetroSphere achieves ﬁx ~ %x
power compared to ARPen.
e Latency : RetroSphere’s 6DoF tracking runs on-device on the ESP32 microcontroller running at 80MHz.
The time consumed by the 2 stages in RetroSphere 6DoF tracking are- (a) 3D position estimation of the three
retroreflective markers present in the stylus takes 9.5 ms and (c) 6DoF estimation of the stylus consumes 5.5ms.
In total, RetroSphere achieves a low latency of only 15 ms (supporting a frame rate of 66 FPS similar to the 60
FPS tracking rate supported by Oculus Quest 2%). We ran ESP32 at a low clock frequency to save power and
latency can be improved further by running the microcontroller at a higher clock frequency. Table 4 shows
that ARpen achieves a minimum latency of only 22ms while running on a powerful smartphone. The sparse
computation involved in RetroSphere 6DoF tracking helps in achieving better latency even when being run on a
microcontroller.

5 APPLICATIONS AND USE CASES
5.1 AR Glasses Application Demonstrations with RetroSphere

RetroSphere can provide low-cost and reliable 3D input in a self-contained form factor, which is well suited for
AR applications running on a smartphone or AR glasses. In this section, we demonstrate a few Unity applications
that run on a laptop while our RetroSphere-enabled AR glasses continuously track the 6DoF position of the
RetroSphere stylus and send them to the laptop via Bluetooth at a tracking rate of 66 FPS. The BLE connection was
configured to provide a throughput of 1IMB/s. In the future, we could use RetroSphere’s output with applications
running directly on AR glasses.

?Hand tracking in Oculus Quest 2: https://uploadvr.com/quest-2-high-freqency-hand-tracking/
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Fig. 22. (a) A hand-written note taken using RetroSphere overlaid against the ground truth note. (b) RetroSphere can enable
the user to take notes or draw on almost any flat surface or a wall. (c) Unity visualization app for visualizing 3D mid-air
drawings when using RetroSphere. and (d) RetroSphere can enable AR glasses to interact easily with 3D user interfaces in
the virtual world.

5.1.1 AR 2D/3D drawing. RetroSphere can transform any flat surface into a 2D digital drawing or writing canvas
by leveraging the distance between the stylus and the closest surface. Fig. 22 (b) demonstrates a Unity application
in which the user writes on the flat surface of a table with our RetroSphere stylus and the Unity application
running on the laptop visualizes the 6DoF position of the stylus along with the digitized text “whiteboard”.
Fig. 22 (a) shows a sample digital note taken by RetroSphere against the ground truth note and we can observe
that they have very high correspondence, since this application only requires 2D input, the depth is kept fixed at
the writing surface.

Digital drawing can also be extended to free-space 3D and used in XR applications such as Geollery [29, 30]
and CollaboVR [36]. RetroSphere provides absolute 6DoF position tracking of the controller relative to the sensor,
thus allowing the user to paint or write at different depths. Fig. 22 (c) demonstrates an application in which the
user can perform mid-air drawings and the Unity application visualizes strokes made using the RetroSphere
stylus with depth represented using a depth colormap. In the future, RetroSphere could also enable volumetric
3D sculpting [34] for drawing 3D cartoons and objects.

5.1.2 3D User Interfaces. 3D input can be used to press 3D buttons and control other spatial elements, such as
sliders and dials. Fig. 22 (c) shows a Unity application that places buttons, sliders, and dropdowns at different
depths in a virtual room and the user makes use of his RetroSphere stylus to interact with the 3D user interface.
We make use of the rate of change in the depth to identify button press or select a slider/dropdown menus using
the RetroSphere stylus. Fig. 14 shows the average positional tracking errors at multiple depths and developers can
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make use of Fig. 14 to determine the minimum size of 3D UI elements based on their desired depth placements -
thereby getting rid of stylus interaction failures. For instance, if a developer wants to place a slider at 50cm depth
in the UI, he/she can keep the size of the slider to be at least 1.5 X 1.5 cm since the positional tracking errors were
1.5cm at a depth of 50cm.
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Fig. 23. Shape tracing of various objects by RetroSphere and a LIDAR for ground truth. The green line represents the edges
traced by the RetroSphere controller and the ground truth 3D image is obtained from the LIDAR camera.

5.1.3 3D AR Measurements. With the same experimental setup as shown in Fig. 11, we made use of the Retro-
Sphere stylus to trace the shape of indoor objects by moving the RetroSphere stylus along the edges of the object.
The 3D coordinates of the RetroSphere stylus were measured by LIDAR and RetroSphere simultaneously. We
recruited 3 participants to use our RetroSphere stylus to trace the shapes of 5 objects. The 8mm marker in the
RetroSphere stylus was used to trace the shape of the objects. Fig. 23 shows 3D plots of the object shapes traced
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Fig. 24. Positional tracking errors in millimeters measured Fig. 25. Subjective measures - comfort, perceived speed, ease
against LIDAR readings. of interaction, and user preference for RetroSphere from 20
participants.
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by the RetroSphere stylus overlaid on the ground truth 3D image obtained from the LIDAR. Again, we find that
the 3D shape traced by RetroSphere highly corresponds with the 3D shape of the object. Fig. 24 shows a box-plot
of RetroSphere’s positional tracking errors against LIDAR ground truth depths. We observe that the depth errors
increase as the size of the objects increase (from a small laptop to a big table). The average depth error for the
table was close to 6.5 mm whereas the average depth error for the laptop was 1.4 mm. The worst-case depth error
was ~ 1.57 cm which occurred for the sofa. This shows that RetroSphere can easily trace 3D object shapes with
high accuracy and can serve as a virtual tape for 3D measurements of real-world objects.

5.2 Qualitative User Study

We conducted a short, preliminary qualitative user study with 20 participants (14M, 6F) to score RetroSphere on
a scale of 1-100 on four measures - preference, ease of interaction, comfort, and perceived speed. The participants
were asked to wear our RetroSphere-enabled AR glasses prototype and try out the various desktop based Unity
AR applications we had demonstrated earlier in section 5.1. The participants tried each of the applications for
2 minutes. The participants were then given an Oculus Quest 2 to wear and try out Tilt Brush * 3D painting
app for 5 minutes. We chose TiltBrush since it is one of the better known VR painting apps and seemed suitable
for the comparison with our drawing/writing experiences in RetroSphere. In our post-study questionnaire, the
participants were asked to provide scores between 0-100 with a score of 0 meaning the participant strongly
disagrees that RetroSphere is better than Oculus Quest 2 and a score of 100 meaning the participant strongly
agrees that RetroSphere is better than Oculus Quest 2. The results of our post-study questionnaire are presented
in Fig. 25.

e Preference: We asked the participants to rate their preference of RetroSphere over Oculus Quest 2 for everyday
use. The study revealed that RetroSphere was significantly more preferred (mean score = 90) than an Oculus
Quest 2. This was expected because users prefer to wear glasses/tiny controllers over bulky controllers/headsets.
¢ Ease of interaction: We also studied the ease of pointing, by asking participants to rate how easier it was to
point at a button/slider/dropdown in the 3D user interface with RetroSphere. We found that it was relatively
easier (mean score = 83) to point at a 3D Ul item with the RetroSphere stylus.

e Perceived speed: We asked participants to rate their perception of the RetroSphere stylus movements. It was
revealed that RetroSphere was quite fast (mean score = 90).

e Comfort: A good AR input device should be comfortable enough for users to carry along everywhere. Here,
we asked the users to rate the comfort of RetroSphere against Oculus Quest 2. The study results show that the
users found RetroSphere relatively comfortable to use with a mean score of 86.

We acknowledge that our current user study is very preliminary since we still haven’t demonstrated true
AR/VR experiences with RetroSphere unlike Oculus Quest 2 where the VR experiences are viewed directly on the
headset. In future, we plan to conduct larger scale user studies with RetroSphere attached to AR glasses for a fair
comparison to commercial headworn devices.

6 APPLICATION PROTOTYPES DESIGNED WITH RETROSPHERE

In this section, we present three application prototypes realized with RetroSphere hardware for everyday
applications.

6.1 RetroPen - A Pressure-sensitive Retroreflective Marker Based AR pencil

We explored the design of a pressure-sensitive passive AR pencil, 'RetroPen’. Fig. 26 (a) shows our RetroPen
hardware that can be used with AR glasses with the RetroSphere tracker. RetroPen consists of two cylindrical
tubes - an inner tube and the outer tube. One end of the inner tube is attached to a retroreflective marker (marker

3“TiltBrush” VR painting app - https://www.tiltbrush.com/
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Fig. 26. (a) RetroPen - AR Pencil prototype for seamless AR drawing experiences. (b) When RetroPen is pressed on the paper
for writing, the distance between the two markers changes indicating that the user has started to write. (c) RetroPen provides
pressure sensitivity by calibrating hand pressure against the distance between the markers. (d) The word ‘RetroSphere’
written with increasing hand pressure while writing with RetroPen. The strengths of the pressure are visualized as the stroke
intensities. (e) A bird and text drawn with our RetroPen prototype.

1 with 3mm radius) and the other end is inserted into the outer tube. One end of the outer tube is attached to a
bigger retroreflective marker (marker 2 with 6mm radius)). There is a spring inside the outer tube to facilitate the
inner tube to slide down when the pen is pressed. Both the markers are of different sizes. The distance between
the markers in our current prototype is 195mm in our current prototype. We summarize the features supported
by RetroPen below:

(1) Writing tip and eraser - Since both the markers are of unique size, RetroPen uses marker 1 for writing
and marker 2 for erasing. The user can quickly flip the pen to erase and flip back to use marker 1 to start
drawing/writing.

(2) Writing/Drawing detection - As the user presses the pen against the surface/paper for writing, the inner
tube is pushed against the spring causing a slight decrease in the distance between the two markers as
shown in Fig. 26 (b). This distance change is picked up by our RetroSphere which can uniquely identify the
3D coordinates of the two markers and detects writing to open the appropriate application on a mobile
phone or AR glasses.

(3) Pressure sensitivity - In RetroPen, Hand pressure is proportional to the distance between the markers
since the higher the hand pressure, the lesser the distance between the markers would be. Our RetroSphere
hardware can easily detect the distance between the markers and calibrate it against stroke intensity. The
pressure variations from low to high while writing the word “RetroSphere” is visualized with varying
stroke intensities using our Unity-based PC software in Fig. 26 (d). The 3D coordinates of the markers are
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Fig. 27. (a) Our RetroRing prototype consists of two retroreflective finger rings: one worn on the index finger and the other
worn on the thumb. (b) RetroRing on the index finger supports user interactions like taps, double taps, and swipes. (c) The
two-finger rings can be used together to make a pinch gesture. (d) RetroRing on the index finger can be used to control
AR menu objects like buttons and sliders. (e) RetroRing on both the index and thumb fingers can be used to make a pinch
gesture for selecting virtual objects and dragging them in VR/AR.

being sent via Bluetooth LE from ESP32 microcontroller in our RetroSphere glasses prototype to the PC for
visualization.

(4) Tilt sensitivity - Since we have two markers in RetroPen, our RetroPen hardware can detect tilt with
the help of the 5DoF orientation available from the two controllers. This will also help artists to paint
their drawings seamlessly. Fig. 26 (e) shows a bird being drawn using RetroPen and our Retrosphere Glass
prototype by one of the authors. We can see that RetroSphere can handle minute pressure variations while
drawing and provides a seamless writing/drawing experience.

RetroPen can provide most of the features being provided by current state-of-the-art digital styluses for tablets.
In addition, RetroSphere also has a very low latency of 15ms which is comparable to the state-of-the-art Apple
Pencil 2¢ which has a latency of just 9ms. In the future, RetroPen can be modified with markers resembling the
actual pen tip and eraser to provide a more natural writing experience for users. Since RetroPen is also passive, it
would make a great candidate as an AR pencil accessory for future AR glasses.

6.2 RetroRing - Retroreflective Rings for Seamless Interaction with AR/VR User Interfaces

Unlike commercial VR headsets such as Oculus Quest 2° which can afford higher compute and large batteries to
provide hand tracking, AR glasses will not be able to afford high power consumption as well as compute due to
the lightweight glasses form-factor. For instance, Oculus Quest 2 supports two bulky controllers as well as hand
tracking for interaction with the VR user interface and only supports a battery life of 2-3 hrs ¢. With significantly
smaller batteries and the promise of all-day battery life, AR glasses need to be frugal in consuming power. Recent
works [50, 57] have shown that retroreflective finger rings/gloves can facilitate high-speed finger tracking. Thus,

4 Apple pencil 2 specifications - https://www.macrumors.com/guide/apple-pencil/
Oculus Quest 2 specifications - https://en.wikipedia.org/wiki/Oculus_Quest_2
SBattery life of Oculus Quest 2 - https://knowtechie.com/whats-the-battery-life- of-the-oculus-quest-2

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 4, Article 157. Publication date: December 2022.


https://www.macrumors.com/guide/apple-pencil/
https://en.wikipedia.org/wiki/Oculus_Quest_2
https://knowtechie.com/whats-the-battery-life-of-the-oculus-quest-2

157:28 « Balaji et al.

we designed 'RetroRing’ - a ring-based retroreflective marker tracking for providing hand interactions with
RetroSphere enabled AR glasses.

Fig. 27 (a) shows our RetroRing prototype worn on a user’s fingers. Two RetroRings are being used in our
prototype - one being worn on the index finger (marker 1 with radius 3mm) and the other being worn on the
thumb (marker 2 with radius 4mm). The RetroRing on the index finger is mainly used for user interaction with
the AR user interface. As the user points the index finger on the Ul menu (see Fig. 27 (b), we cast a ray from the
3D coordinates of the marker in the user’s fingers to the menu item to select the menu item. The RetroRing on
the index finger can support four interactions as follows:

(1) Tap - The user can tap on a menu button to select it with the index finger. We identify taps with the help of
the rate of change of velocity of the RetroRing’s depth. As the user taps on a menu item, the finger moves
forward which is captured as an increase in depth by the RetroSphere hardware. We have both the change
in depth of the RetroRing as well as the time from the RetroSphere hardware to calculate finger velocity.
Since taps are done with a certain velocity, we use a threshold of 1m/s [48] to detect taps made with the
index finger. Taps are used to select menu items like buttons, dropdowns, and checkboxes.

(2) Double Tap - Since we can detect each tap, double taps can be identified by setting a threshold on the
time between two consecutive taps. If two consecutive taps occur within a threshold of 50ms, we detect a
double tap in our current implementation.

(3) Swipe - We can detect both left as well as right swipes with the help of change in the 3D coordinates of
the RetroRing between consecutive frames.

(4) Long Press/Hold - As the user points the finger on an object or menu in the AR user interface, RetroSphere
detects a long press or hold by identifying the stationary RetroRing 3D coordinates in consecutive frames.
We detect a long press if the user holds for 1 second in our current implementation.

Fig. 27 (d) shows our Unity-based PC software which has buttons and sliders for users to interact. The user
taps with RetroRing on the index finger to click the buttons. Holding the finger on the slider knob selects the
slider and the user moves left/right to select the appropriate value on the slider. As shown in Fig. 27 (c), we also
make use of a RetroRing in the thumb along with the RetroRing in the index finger to perform pinch and drag.
When the user performs a pinch with their thumb and index finger, the distance between the 3D coordinates of
both the markers decreases and can be used to detect a pinch. In our implementation, the distance was set to
smaller than 3.5cm to detect a pinch. Once the user pinches a virtual object, the object can be dragged across
the virtual UL Fig. 27 (e) shows a user interacting with a virtual sphere visualized using Unity PC software and
pinches on the sphere to select and drag it. We can see that RetroSphere supports all the basic hand interactions
required for VR /AR user interfaces.

6.3 RetroSense - Smart Home Sensing with Retroreflective Markers

Retroreflective markers have been known to work well for city-scale sensing [66] with long-range laser vibrometry.
Recently, infrared tags [28] have been embedded into real-world objects through 3D printing to facilitate tangible
interactions for augmented reality applications. Retroreflective markers can also be attached to real-world objects
like doors, home appliances, etc. to support smart home sensing applications. To this aim, we designed ‘RetroSense’
- a RetroSphere integrated prototype for smart home sensing using retroreflective markers. Fig. 28 (a) shows our
RetroSense smart home hardware consisting of stereo Pixart infrared trackers and 8 infrared LEDs to illuminate
the scene. RetroSense can be attached to any corner of the room as shown in Fig. 28 (b) to provide smart control
of retroreflective markers.

Fig. 28 (c) shows a 2 X 4 keypad with each key coated with retroreflective tape. When the finger presses the
key, the marker on the key is occluded from RetroSense and it triggers a keystroke. We can easily identify the
ID of the keystroke by selecting the top-most occlusion on a partially occluded keypad. The keys can be either
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Fig. 28. (a) “RetroSense” - RetroSphere enabled hardware prototype for smart home sensing (b) RetroSense being attached to
the top of the ceiling for sensing retroreflective markers in a room. (c) A 2X4 keypad covered with retroreflective tape can
control various appliances (d) A retroreflective slider to be used with RetroSense hardware () Retroreflective tape is attached
to the microwave oven to check if it has been used. (f) Retroreflective tape is attached to the oven to track when the oven
door was used. (g) Retroreflective tape is attached to the door to sense door opening/closing and trigger appropriate smart

appliance control.

RetroSense

Q

View Angle 1
8 Retroreflective markers detected!

Fig. 29. Smartphone user interface for configuring our RetroSense hardware prototype

configured as switches for smart appliances control like switching on/off lights and fans or as a messaging
interface on real-world objects. Fig. 28 (d) shows a slider with a retroreflective marker. Depending on the slider
position, the 3D coordinates of the marker on the slider is measured using RetroSense to identify the slider
position and appropriate functions can be configured for each of the slider position. Retroreflective markers
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can also be attached to home appliances such as microwaves to check whether cooked food has been left inside
(see Fig. 28 (e) and Fig. 28 (f)). For example, if the user started cooking and left the kitchen without picking out
the food inside, RetroSense can trigger a notification to the user’s device via Wi-Fi if the door hasn’t been opened
after a long period.

Retroreflective markers being attached to the doors, as shown in Fig. 28 (g), can be used to detect the user’s
entry similar to an ambient sensor and switch off smart appliances like lights and fans via Wi-Fi control. Although
we make use of Retroreflective tapes, future markers can be made with retroreflective paint on the objects directly.
In the future, we also plan to actuate the RetroSense hardware around the room to provide a wider coverage of
the room. Fig. 29 shows our smartphone UI for configuring RetroSense to program the function of each key in a
2 X 4 keypad.

7 LIMITATIONS AND FUTURE WORK

We believe that RetroSphere will serve as an easy-to-use prototyping tool to enable 3D input on lightweight
devices. However, RetroSphere comes with a few limitations inherent to our design choices to make a lightweight
6DOF tracker and a small, electronics-free 3D input controller.

e Line of sight. Direct line of sight between the object tracking cameras and the retroreflective controller is
required since we rely on a vision-based system.

e Other IR sources. Highly reflective surfaces can create additional reflections of the infrared emitters.
Interference from infrared sources such as candles can lead our system to track objects other than the
input device. However, new IR objects detected in a scene could be easily ignored by constraining the valid
marker position to a predefined distance (e.g., arm length).

e No buttons. RetroSphere’s input controller is devoid of electronics to remove the need for charging and
achieve a small form factor. We describe workarounds for this limitation below in subsection 7.2.

7.1 Form-factor of RetroSphere Controller

The size of the retroreflective marker makes its use in various form factor input accessories particularly flexible.
Our system relies on an 8mm, 10mm, and 6mm sphere, however, smaller spheres or retroreflective stickers can
also be used. 3D input could be enabled in a wearable form factor such as a wristband.

7.2 Buttons for RetroSphere Control

In this work, we focused on the tracking part of 3D input. Hence, our passive controller does not have a physical
button. For our demos, we designed our user experiences which rely on distance thresholds between the controller
and the 3D user interface or rely on touchscreen buttons on the phone. Dynamic stroke-based gestures could be
used as well.

A mechanical electronics-free button could be implemented with an additional marker on the controller that
is occluded until a spring-loaded button is pressed that uncovers the marker. The sudden appearance of the
additional marker could be interpreted as a “click”.

7.3 Integration of RetroSphere and Camera into AR Glasses

Although RetroSphere provides cheap and accurate 3D input for AR glasses, infrared trackers cannot provide
real-world images like a traditional camera. In the future, we plan to integrate both RetroSphere and traditional
camera hardware into the glasses for more immersive AR experiences. Such integration will provide an always-on
low-power RetroSphere hardware tracking for 3D input and on-demand camera hardware for improved user
experiences based on the application needs.
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8 CONCLUSION

We presented RetroSphere - a low-cost, low-compute, and power-efficient 3D input device for resource-constrained
AR devices such as smartphones and AR glasses. With just a stereo pair of infrared blob tracking cameras, IR
illuminators, and a microcontroller, RetroSphere provides passive 3D inputs with an average depth accuracy
of ~ 96.5%. RetroSphere’s sparse 6DoF estimation pipeline requires very little compute and can run on a tiny
ESP32 microcontroller. RetroSphere easily integrates into any device with just affordable electronics and power
consumption as low as 400 mW. We demonstrated a variety of applications enabled by RetroSphere, such as
2D/3D drawing in AR, hand gestures, 3D AR measurements, and smart home sensing. A preliminary evaluation
of RetroSphere with 20 participants also showed promising evidence supporting its usability. By open-sourcing
both our hardware and software, we strongly believe that RetroSphere will empower a community of researchers,
designers, and practitioners to integrate 3D input into their projects with affordable off-the-shelf components.
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A APPENDIX
A.1  Power Consumption Benchmarks from a Smartphone Camera

The power consumed by the camera hardware depends on two main factors - image resolution and frame rate. In
an earlier work [60], it has been shown that the power consumption of a Nexus 6 smartphone camera gradually
increases from 3000 mW (640 X 480 resolution) to 5000 mW (4160 x 3120 resolution) as the image preview
resolution is increased. As shown in Table 5, the average power consumption increases from 800 mW (2 FPS) to
2600 mW (30 FPS) as the framerate increases.

A.2 Mathematical Details of our Automatic Calibration Procedure

(b) RetroSphere camera model - As shown in Fig. 6 representing the standard pinhole camera model of our
RetroSphere hardware, the controller is shown as the line segment ABC (Lapc) and the 2D as well as 3D marker
locations are represented as [x,y]” and [X, Y, Z]7 respectively. The homogeneous vectors of the 2D and 3D
points are represented as [x,y,1]7 and [X, Y, Z, 1]7 respectively. The perspective projection of the 2D coordinates
to its corresponding 3D points is represented as

a y x
slx,y, 1] =KIR|t|[X,Y,Z, 1]Tand K= [0 B 9)

0 0 1
where s is the scale factor and P = k |R |t is the camera matrix with R |t being the rotation and translation

matrices (extrinsic matrix) to transform the camera coordinates to the real-world coordinates. K is the intrinsic
matrix of the camera and [x, yo] is the principal point.

Let a, b, ¢ represent the 3 marker locations of the retroreflective controller being captured by the infrared
cameras. Given the image points {a;j, b;j, ¢;j |j = 1,2,...n,i = L, R} of the retroreflective controller from the left
and right infrared trackers under the i*” image frame. Our calibration algorithm aims to compute the metric
projection matrix under the left camera coordinate system as follows:

{P]ie) =Kr|RetL

(10)
Pl(:) = Kr|Rg|tr

The left and right camera matrices can be obtained linearly. Firstly, the vanishing points of the markers in the
controller are computed. We then compute the infinite homographies between the cameras. Using the infinite
homographies, the affine projection matrix as well as the metric projection matrix can be computed. Unlike
existing calibration methods, this method does not require a calibrated base camera and can be done automatically
without the need for a calibration board or object.

(c) Affine calibration - As the user waves the stylus in mid-air for 30 seconds, the correspondence of the image
points {a;j, bij, c;j |j = 1,2,...n,i = L, R} can be established by identifying the unique marker size for each marker
in our retroreflective stylus. As we know the geometry of the retroreflective stylus, the vanishing points(v; ;) of
the line Lapc in both left and right cameras can be obtained. The simple ratio of the marker positons A,B and C
is given by,

51mple(AJ,BJ,CJ) = dl/dz (11)
where d; = ||A - C|| and d;, = ||B — C||. The Cross ratio of the points {Aj;, Bj, Cj, Vjwo } is also dy/d, where Ve, is
the infinite point of line ABC. Since the perspective transformation preserves the cross ratio, the vanishing points
can be obtained from the linear constraints on v;; as follows:

cross(Aj,Bj,Cj,Vij) = dl/dz (12)
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Table 5. Power consumption benchmarks using a Nexus 6 smartphone [60]

Preview resolution Camera capture frame rate
Acquired image Power Camera capture Power
resolution consumption (mW) | frame rate (FPS) | consumption (mW)
640 X 480 3000 2 800
1280 x 720 3500 5 1200
1920 x 1080 4000 10 1600
2592 X 1458 4500 15 1800
3200 x 1800 5000 24 2300
4160 X 3120 5500 30 2600

The infinite homography between the left and right camera satisfies the below equations:

HRoo Vi = ARjVRj, (] =12,.. n) (13)
From the above equation, the unknown scale factor Ag; can be elliminated to obtain:
[VRj] X HLooVRj =0, (] =12,.., n) (14)

The linear equations 14 can be solved to determine the infinite homographies. With the homographies and the
image points, the projective reconstruction of the 2D points and the camera can be easily computed using the
technique of projective reconstruction with planes. The affine camera matrices are given as follows:

P = [Hiwlei]
P = [Hpeler]

and the affine reconstruction of the 2D marker locations will be {Aj(a), Bj(a), Cj(a) }.

(15)

(d) Metric calibration - The affine projection matrix in 15 will be used to compute the metric projection matrices
using:
P = P diag(Ko, 1), (i = L,R) (16)
The metric reconstruction of the image points should satisfy the below equations:
() _ -1 (a)
A7 = KA,
B = KalBj(a) ,j=(1,2...n) (17)
(e) _ r-1n(a)
G =K'G
where Ky is the intrinsic parameter of the left infrared camera.
As we already know that “Aj(e) - Cj(e)

obtaining Kj from 17 as follows:

=dy; ||Bj(e) - Cj(e) || = d, we can obtain the linear constraints for

@ _ A @\T =@ _ 2@y _ 1
{(cj AT B(CY - AY) = d? s)

(@) _ glanT (ol _gla)y _ g

;Y -B)Ta&(C”) —BY) = d

where 0 = K TKg 1. We can obtain @ from solving 18 and Ky is obtained from the Cholesky decomposition of

@ ! From Ko (KL), we can obtain the intrinsic parameters Kg, the rotation matrices, and translation matrices
using QR decomposition of the metric projection matrix(10).
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A.3 Kalman Filtering of Raw Depth Values

We define a general notation of a dynamic system using incomplete or noisy measurements as follows:

x; = Ax;—1 + Bu; + wy (19)
z; = Hx; + v, (20)

Linear Kalman filter prediction equations are as follows:
X; = Ax;—1 + Bu; + w; (21)
P = AP, AT+ 0 (22)

The correction equations are as follows:

K, = P,H (HP,HT +R,) "' (23)
xt =X + Ke(Z — Hxy) (24)
Pi=(1-KHP (25)

where at time t, x, is the state variable, X; is the estimate, z; is the observation of the state x;, P, is the estimated
state error covariance, P; is the state error covariance, A is the state-transition model, B is the control-input
model, H is the observation/measurement model, K; is the Kalman gain, Q; is the covariance of process noise,
Ry is the covariance of observation noise, w; is the process noise w; ~ N(0,Q;), vy is the observation noise
vx ~ N(0, Ry) and u; is the control vector.

For our depth/Z-value stabilization/smoothing, we assume a static sensor and a moving RetroSphere stylus. H
and A is set to 1 since we have a scalar correspondence between the Z-value measurements and depth will not be
higher than the noise amplitude between two consecutive frames (at t and t-1). We set B=0 since our sensor is
fixed. We also assume gy to be zero and R = 032, the covariance of the measurement noise. Thus our Kalman
filter equations will become:

Xr = Xp-1 (26)
Py =P, (27)
For correction we use,
K =P/ +R) (28)
xr =X +Ki(Z — Xp) (29)
Pr=(1-K)P (30)
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